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Abstract. IceCube is a 1 km$^3$ neutrino telescope currently under construction at the South Pole. The detector will consist of 5160 optical sensors deployed at depths between 1450 m and 2450 m in clear Antarctic ice evenly distributed over 86 strings. An air shower array covering a surface area of 1 km$^2$ above the in-ice detector will measure cosmic ray air showers in the energy range from 300 TeV to above 1 EeV. The detector is designed to detect neutrinos of all flavors: $\nu_e$, $\nu_\mu$ and $\nu_\tau$. With 59 strings currently in operation, construction is 67% complete. Based on data taken to date, the observatory meets its design goals. Selected results will be presented.
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I. INTRODUCTION

IceCube is a large kilometer scale neutrino telescope currently under construction at the South Pole. With the ability to detect neutrinos of all flavors over a wide energy range from about 100 GeV to beyond $10^9$ GeV, IceCube is able to address fundamental questions in both high energy astrophysics and neutrino physics. One of its main goals is the search for sources of high energy astrophysical neutrinos which provide important clues for understanding the origin of high energy cosmic rays.

The interactions of ultra high energy cosmic rays with radiation fields or matter either at the source or in intergalactic space result in a neutrino flux due to the decays of the produced secondary particles such as pions, kaons and muons. The observed cosmic ray flux sets the scale for the neutrino flux and leads to the prediction of event rates requiring kilometer scale detectors, see for example\cite{1}. As primary candidates for cosmic ray accelerators, AGNs and GRBs are thus also the most promising astrophysical point source candidates of high energy neutrinos. Galactic source candidates include supernova remnants, microquasars, and pulsars. Guaranteed sources of neutrinos are the cosmogenic high energy neutrino flux from interactions of cosmic rays with the cosmic microwave background and the galactic neutrino flux resulting from galactic cosmic rays interacting with the interstellar medium. Both fluxes are small and their measurement constitutes a great challenge. Other sources of neutrino radiation include dark matter, in the form of supersymmetric or more exotic particles and remnants from various phase transitions in the early universe.

The relation between the cosmic ray flux and the atmospheric neutrino flux is well understood and is based on the standard model of particle physics. The observed diffuse neutrino flux in underground laboratories agrees with Monte Carlo simulations of the primary cosmic ray flux interacting with the Earth's atmosphere and producing a secondary atmospheric neutrino flux\cite{2}.

Although atmospheric neutrinos are the primary background in searching for astrophysical neutrinos, they are very useful for two reasons. Atmospheric neutrino physics can be studied up to PeV energies. The measurement of more than 50,000 events per year in an energy range from 500 GeV to 500 TeV will make IceCube a unique instrument to make precise comparisons of atmospheric neutrinos with model predictions. At energies beyond 100 TeV a harder neutrino spectrum may emerge which would be a signature of an extraterrestrial flux. Atmospheric neutrinos also give the opportunity to calibrate the detector. The absence of such a calibration beam at higher energies poses a difficult challenge for detectors at energies targeting the cosmogenic neutrino flux.
II. DETECTOR AND CONSTRUCTION STATUS

IceCube is designed to detect muons and cascades over a wide energy range. The string spacing was chosen in order to reliably detect and reconstruct muons in the TeV energy range and to precisely calibrate the detector using flashing LEDs and atmospheric muons. The optical properties of the South Pole Ice have been measured with various calibration devices and are used for modeling the detector response to charged particles. Muon reconstruction algorithms allow measuring the direction and energy of tracks from all directions.

In its final configuration, the detector will consist of 86 strings reaching a depth of 2450 m below the surface. There are 60 optical sensors mounted on each string equally spaced between 1450 m and 2450 m depth with the exception of the six Deep Core strings on which the sensors are more closely spaced between 1760 m and 2450 m depth. In addition there will be 320 sensors deployed in 160 IceTop tanks on the surface of the ice directly above the strings. Each sensor consists of a 25 cm photomultiplier tube (PMT), connected to a waveform recording data acquisition circuit capable of resolving pulses with nanosecond precision and having a dynamic range of at least 250 photoelectrons per 10 ns.

The detector is constructed by drilling holes in the ice, one at a time, using a hot water drill. Drilling is immediately followed by deployment of a detector string into the water-filled hole. The drilling of a hole to a depth of 2450 m takes about 30 hours. The subsequent deployment of the string typically takes less than 10 hours. The holes typically freeze back within 1-3 weeks. The time delay between two subsequent drilling cycles and string deployments was in some cases shorter than 50 hours. By the end of February 2009, 59 strings and IceTop stations had been deployed. We refer to this configuration as IC59. Once the strings are completely frozen in the commissioning can start. Approximately 99% of the deployed DOMs have been successfully commissioned. The 40-string detector configuration (IC40) has been in operation from May 2008 to the end of April 2009.

III. MUONS AND NEUTRINOS

At the depth of IceCube, the event rate from downgoing atmospheric muons is close to 6 orders of magnitude higher than the event rate from atmospheric neutrinos. Fig. 2 shows the observed muon rate (IC22) as a function of the zenith angle. IceCube is effective in detecting downward going muons. A first measurement of the muon energy spectrum is provided in the references. A good angular resolution of the experiment is the basis for the zenith angle distribution and much more so for the search of point sources of neutrinos from galactic sources, AGNs or GRBs. Figure 3 shows the angular resolution of IceCube for several detector configurations based on high quality neutrino event selections as used in the point source search for IC40. The median angular resolution of IC40 achieved is already 0.7°, the design parameter for the full IceCube.

The muon flux serves in many ways also as a calibration tool. One method to verify the angular resolution and absolute pointing of the detector uses the Moon shadow of cosmic rays. The Moon reaches an elevation of about 28° above the horizon at the South Pole. Despite the small altitude of the Moon, the event rate and angular resolution of IceCube are sufficient to measure the cosmic ray shadow of the Moon by mapping the muon rate in the vicinity of the Moon. The parent air showers have an energy of typically 30 TeV, well above the energy where magnetic fields would pose a signifi-

![Fig. 2 Muon rate in IceCube as a function of zenith angle. The data agree with the detector simulation which includes atmospheric neutrinos, atmospheric muons, and coincident cosmic ray muons (two muons erroneously reconstructed as a single track.)](image)

![Fig. 3 The angular resolution function of different IceCube configurations is shown for two neutrino energy ranges samples from an $E^2$ energy spectrum.](image)
Anomalous deviation from the direction of the primary particles. Fig. 4 shows a simple declination band with bin size optimized for this analysis. A deficit of ~900 events (~4.2σ) is observed on a background of ~28000 events in 8 months of data taking. The deficit is in agreement with expectations and confirms the assumed angular resolution and absolute pointing.

The full IceCube will collect of order 50 000 high quality atmospheric neutrinos per year in the TeV energy range. A detailed understanding of the response function of the detector at analysis level is the foundation for any neutrino flux measurement. We use the concept of the neutrino effective area to describe the response function of the detector with respect to neutrino flavor, energy and zenith angle. The neutrino effective area is the equivalent area for which all neutrinos of a given neutrino flux impinging on the Earth would be observed. Absorption effects of the Earth are considered as part of the detector and folded in the effective area.

Figure 5 provides an overview of effective areas for various analyses that are presented at this conference. First we note that the effective area increases strongly in the range from 100 GeV to about 100 TeV. This is due to the increase in the neutrino-nucleon cross-section and, in case of the muons, the workhorse of high energy neutrino astronomy, due to the additional increase of the muon range. Above about 100 GeV, the increase slows down because of radiative energy losses of muons.

The effective area for IC22 and IC80 as well as IC86 (IC80+6 Deep core) atmospheric νµ area are shown for upgoing neutrinos. The shaded area (IC22) indicates the range from before to after quality cuts. The effective area of IC40 point source analysis is shown for all zenith angles. It combines the upward neutrino sky (predominantly energies < 1 PeV) with downgoing neutrinos (predominantly >1 PeV). Also shown is the all sky νµ+ντ area of IC80.

The νe effective area is shown for the current IC22 contained cascade analysis as well as the IC22 extremely high energy (EHE) analysis. It is interesting to see how two entirely different analysis techniques match up nicely at the energy transition of about 5 PeV.

The cascade areas are about a factor of 20 smaller than the νµ areas, primarily because the muon range allows the detection of neutrino interactions far outside the detector, increasing the effective detector volume by a large factor. However, the excellent energy resolution of contained cascades will benefit the background rejection of any diffuse analysis, and makes cascades a competitive detection channel in the detector where the volume grows faster than the area with the growing number of strings.

The figure illustrates why IceCube, and other large water/ice neutrino telescopes for that matter, can do physics over such a wide energy range. Unlike typical air shower cosmic ray or gamma ray detectors, the effective area increases by about 8 orders of magnitude (10^-4 m^2 to 10^3 m^2) over an energy range of equal change of scale (10 GeV to 10^9 GeV). The analysis at the vastly different energy scales re-
quires very different approaches, which are presented in numerous talks in the parallel sessions. The measurement of atmospheric neutrino flux requires a good understanding of the energy response. The energy resolution for muon neutrinos in the IC22 configuration is shown in Fig. 6. Over a wide energy range (1 - 10000 TeV) the energy resolution is \~0.3 in log(energy). This resolution is largely dominated by the fluctuations of the muon energy loss over the path length of 1 km or less.

IV. ATMOSPHERIC NEUTRINOS AND THE SEARCH FOR ASTROPHYSICAL NEUTRINOS

We have discussed the effective areas, as well as the angular and energy resolution of the detector. Armed with these ingredients we can discuss some highlights of neutrino measurements and astrophysical neutrino searches.

Figure 7 shows a preliminary measurement obtained with the IC22 configuration. An unfolding procedure has been applied to extract this neutrino flux. Also shown is the atmospheric neutrino flux as published previously based on 7 years of AMANDA-II data. The gray shaded area indicates the range of results obtained when applying the procedure to events that occurred primarily in the top or bottom of the detector. The collaboration is devoting significant efforts to understand and reduce systematic uncertainties as the statistics increases. The data sample consists of 4492 high quality events with an estimated purity of well above 95%. Several atmospheric neutrino events are observed above 100 TeV, pushing the diffuse astrophysical neutrino search sensitivity. A look at the neutrino effective areas in Fig. 5 shows that the full IceCube with 86 strings will detect about one order of magnitude more events: \~50000 neutrinos/year.

The search for astrophysical neutrinos is summarized in Fig. 8. While the figure focuses on diffuse fluxes, it is clear that some of these diffuse fluxes may be detected as point sources. Some examples of astrophysical flux models that are shown include AGN Blazars, BL Lacs, Pre-cursor GRB models and Waxman Bahcall bound and Cosmogenic neu-

![Fig. 7 Unfolded muon neutrino spectrum, averaged over zenith angle, is compared to simulation and to the AMANDA result. Data are taken with the 22 string configuration.](image)

![Fig. 8 Measured neutrino atmospheric neutrino fluxes from AMANDA and IceCube are shown together with a number of models for astrophysical neutrinos and several limits by IceCube and other experiments.](image)
The following limits are shown for AMANDA and IceCube:

- AMANDA-II, 2000-2006, atmospheric muon neutrino flux
- IceCube-22 string, atmospheric neutrinos, (preliminary)
- AMANDA-II, 2000-2003, diffuse $E^2$ muon neutrino flux limit
- AMANDA-II, 2000-2002, all flavors, not contained events, PeV to EeV, $E^2$ flux limit
- AMANDA-II, 2000-2004, cascades, contained events, $E^2$ flux limit
- IceCube-40, muon neutrinos, throughgoing events, preliminary sensitivity
- IceCube-22, all flavor, throughgoing, downgoing, extremely high energies (10 PeV to EeV)

Also shown are a few experimental limits from other experiments, including Lake Baikal (diffuse, not contained), and at higher energies some differential limits by RICE, Auger and at yet higher energies energies from ANITA.

![Fig. 9: The map shows the probability for a point source of high-energy neutrinos on the atmospheric neutrino background. The map was obtained by operating IceCube with 40 strings for half a year. The "hottest spot" in the map represents an excess of 7 events. After taking into account trial factors, the probability for this event to happen anywhere in the sky map is not significant. The background consists of 6796 neutrinos in the Northern hemisphere and 10,981 down-going muons rejected to the $10^{-5}$ level in the Southern hemisphere.](image)

The skymap in Fig. 9 shows the probability for a point source of high-energy neutrinos. The map was obtained from 6 months of data taken with the 40 string configuration of IceCube. This is the first result obtained with half of IceCube instrumented. The "hottest spot" in the map represents an excess of 7 events, which has a post-trial significance of $10^{-4.4}$. After taking into account trial factors, the probability for this event to happen anywhere in the sky map is not significant. The background consists of 6796 neutrinos in the Northern hemisphere and 10,981 down-going muons rejected to the $10^{-5}$ level in the Southern hemisphere. The energy threshold for the Southern hemisphere increases with increasing elevation to reject the cosmic ray the muon background by up to a factor of $\sim 10^3$. The energy of accepted downgoing muons is typically above 100 TeV.

This unbinned analysis takes the angular resolution and energy information on an event-by-event basis into account in the significance calculation. The obtained sensitivity and discovery potential is shown for all zenith angles in the figure.

### V. SEARCH FOR DARK MATTER

IceCube performs also searches for neutrinos produced by the annihilation of dark matter particles gravitationally trapped at the center of the Sun and the Earth. In searching for generic weakly interacting massive dark matter particles (WIMPs) with spin-independent interactions with ordinary matter, IceCube is only competitive with direct detection experiments if the WIMP mass is sufficiently large. On the other hand, for WIMPs with mostly spin-dependent interactions, IceCube has improved on the previous best limits obtained by the SuperK experiment using the same method. It improves on the best limits from direct detection experiments by two orders of magnitude. The IceCube limit as well as a limit obtained with 7 years of AMANDA are shown in the figure. It rules out supersymmetric WIMP models not excluded by other experiments. The installation of the Deep Core of 6 strings as shown in Fig. 1 will greatly enhance the sensitivity of IceCube for dark matter. The projected sensitivity in the range from 50 GeV to TeV energies is shown in Fig. 11. The Deep Core is an integral part of IceCube and relies on the more closely spaced nearby strings for the detection of low energy events as well as on a highly efficient veto capability against cosmic ray muon backgrounds using the surrounding IceCube strings.
VI. COSMIC RAY MUONS AND HIGH ENERGY COSMIC RAYS

IceCube is a huge cosmic-ray muon detector and the first sizeable detector covering the Southern hemisphere. We are using samples of several billion downward-going muons to study the enigmatic large and small scale anisotropies recently identified in the cosmic ray spectrum by Northern detectors, namely the Tibet array and the Milagro array. Fig. 12 shows the relative deviations of up to 0.001 from the average of the Southern muon sky observed with the 22-string array. A total of 4.3 billion events with a median energy of 14 TeV were used. IceCube data shows that these anisotropies persist at energies in excess of 100 TeV ruling out the sun as their origin. Having extended the measurement to the Southern hemisphere should help to decipher the origin of these unanticipated phenomena.

IceCube can detect events with energies ranging from 0.1 TeV to beyond 1 EeV, neutrinos and cosmic ray muons.

The surface detector IceTop consists of ice Cherenkov tank pairs. Each IceTop station is associated with an IceCube string. With a station spacing of 125 m, it is efficient for air showers above energies of 1 PeV. Figure 13 shows an event display of a very high-energy (~EeV) air shower event. Hits are recorded in all surface detector stations and a large number of DOMs in the deep ice. Based on a preliminary analysis some 2000 high-energy muons would have reached the deep detector in this event if the primary was a proton and more if it was a nucleus. With 1 km² surface area, IceTop will acquire a sufficient number of events in coincidence with the in-ice detector to allow for cosmic ray measurements up to 1 EeV. The directional and calorimetric measurement of the high energy muon component with the in-ice detector and the simultaneous measurement of the electromagnetic particles at the surface with IceTop will enable the investigation of the energy spectrum and the mass composition of cosmic rays.

Events with energies above one PeV can deposit an enormous amount of light in the detector. Figure 14 shows an event that was generated by flasher pulse produced by an array of 12 UV LEDs that are mounted on every IceCube sensor. The event produces an amount of light that is comparable with that of an electron cascade on the order of 1 PeV. Photons were recorded on strings at distances up to 600 m from the flasher. The events are somewhat brighter than previously expected because the deep ice below a depth of 2100m is exceptionally clear.
The scattering length is substantially larger than in average ice at the depth of AMANDA. Extremely high energy (EHE) events, above about 1 PeV, are observed near and above the horizon. At these energies, the Earth becomes opaque to neutrinos and one needs to change the search strategy. In an optimized analysis, the neutrino effective area reaches about 4000 m$^2$ for IC80 at 1 EeV. IC80 can therefore test optimistic models of the cosmogenic neutrino flux. IceCube is already accumulating an exposure with the current data that makes detection of a cosmogenic neutrino event possible.

IceCube construction is on schedule to completion in February 2011. The operation of the detector stable and data analysis of recent data allows a rapid increase of the sensitivity and the discovery potential of IceCube.

![Figure 14: A flasher event in IceCube. Such events, produced by LEDs built in the DOMs, can be used for calibration purposes.](image)
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Abstract. During 2008-09, the IceCube Neutrino Observatory was operational with 40 strings of optical modules deployed in the ice. We describe the search for neutrino point sources based on a maximum likelihood analysis of the data collected in this configuration. This data sample provides the best sensitivity to high energy neutrino point sources to date. The field of view is extended into the down-going region providing sensitivity over the entire sky. The 22-string result is discussed, along with improvements leading to updated angular resolution, effective area, and sensitivity. The improvement in the performance as the number of strings is increased is also shown.
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I. INTRODUCTION

The primary goal of the IceCube Neutrino Observatory is the detection of high energy astrophysical neutrinos. Such an observation could reveal the origins of cosmic rays and offer insight into some of the most energetic phenomena in the Universe. In order to detect these neutrinos, IceCube will instrument a cubic kilometer of the clear Antarctic ice sheet underneath the geographic South Pole with an array of 5,160 Digital Optical Modules (DOMs) deployed on 86 strings from 1.5–2.5 km deep. This includes six strings with a smaller DOM spacing and higher quantum efficiency comprising DeepCore, increasing the sensitivity to low energy neutrino point sources to date. The field of view is extended into the down-going region providing sensitivity over the entire sky. The 22-string result is discussed, along with improvements leading to updated angular resolution, effective area, and sensitivity. The improvement in the performance as the number of strings is increased is also shown.

II. METHODOLOGY

An unbinned maximum likelihood analysis, accounting for individual reconstructed event uncertainties and energy estimators, is used in IceCube point source analyses. A full description can be found in Braun et al. [1]. This method improves the sensitivity to astrophysical sources over directional clustering alone by leveraging the event energies in order to separate hard spectrum signals from the softer spectrum of the atmospheric neutrino or muon background. For each tested direction in the sky, the best fit is found for the number of signal events $n_s$ over background and the spectral index of a power law $\gamma$ of the excess events. The likelihood ratio of the best-fit hypothesis to the null hypothesis ($n_s = 0$) forms the test statistic. The significance of the result is evaluated by performing the analysis on scrambled data sets, randomizing the events in right ascension but keeping all other event properties fixed. Uniform exposure in right ascension is ensured as the detector rotates completely each day, and the location at 90° south latitude gives a uniform background for each declination band. Events that are nearly vertical (declination $< -85°$ or $> 85°$) are left out of the analysis, since scrambling in right ascension does not work in the polar regions.

Two point-source searches are performed. The first is an all-sky search where the maximum likelihood ratio is evaluated for each direction in the sky on a grid, much finer than the angular resolution. The significance of any point on the grid is determined by the fraction of scrambled data sets containing at least one grid point with a log likelihood ratio higher than the one observed in the data. This fraction is the post-trial p-value for the all-sky search. Because the all-sky search includes a large number of effective trials, the second search is restricted to the directions of a priori selected sources of interest. The post-trial p-value for this search is again estimated using the number of effective trials.
calculated by performing the same analysis on scrambled data sets.

III. EVENT SELECTION

Forty strings of IceCube were operational from April 2008 to May 2009 with ~90% duty cycle after a good run selection based on detector stability. The ~3 × 10^{10} triggered events per year are first reduced to ~1 × 10^{9} events using low-level likelihood reconstructions and energy estimators as part of an online filtering system on site. These filtered events are sent over satellite to a data center in the North for further processing, including higher-level likelihood reconstructions for better angular resolution. Applying the analysis-level cuts (described below) that optimize the sensitivity to point sources finally yields a sample of ~3 × 10^{4} events. Due to offline filtering constraints, 144 days of livetime were used to design the analysis strategy and finalize event selection, keeping the time and right ascension of the events blinded. This represents about one-half of the final 40-string data sample. Because the northern sky and southern sky present very different challenges, two techniques are used to reduce the background due to cosmic ray muons.

For the northern sky, the Earth filters out atmospheric muons. Only neutrinos can penetrate all the way through the Earth and interact near the detector to create up-going muons. However, since down-going atmospheric muons trigger the detector at ~1 kHz, even a small fraction of mis-reconstructed events contaminates the northern sky search. Events may be mis-reconstructed due to random noise or light from muons from independent cosmic ray showers coincident in the same readout window of ±10 μs. Therefore, strict event selection is still required to reject mis-reconstructed down-going events. This selection is based on track-like quality parameters (the reduced likelihood of the track fit and the directional width of the likelihood space around the best track fit [2]), a likelihood ratio between the best up-going and down-going track solution, and a requirement that the event’s set of hits can be split into two parts which both reconstruct as nearly-up-going. Although the track-like quality parameters have very little declination dependence, these last two parameters only work for selecting up-going neutrino candidates and remove down-going events. This event selection provides an optimal sensitivity to sources of neutrinos in the TeV–PeV energy range.

In the southern sky, energy estimators were used to separate the large number of atmospheric muons from a hypothetical source of neutrinos with a harder spectrum. After track-quality selections, similar but tighter than for the up-going sample, a cut based on an energy estimator is made until a fixed number of events per steradian is achieved. Because only the highest energy events pass the selection, sensitivity is primarily to neutrino sources at PeV energies and above. Unlike for the northern sky, which is a ~90% pure sample of neutrino-induced muons, the event sample in the southern sky is almost entirely well-reconstructed high energy atmospheric muons and muon bundles.

IV. PERFORMANCE

The performance of the detector and the analysis is characterized using a simulation of νµ and ¯νµ. Atmospheric muon background is simulated using COR-SIKA [3]. Muon propagation through the Earth and ice are done using MMC [4]. A detailed simulation of the ice [5] propagates the Cherenkov photon signal to each DOM. Finally, a simulation of the DOM, including angular acceptance and electronics, yields an output treated identically to data. For an E^{−2} spectrum of neutrinos the median angular difference between the neutrino and the reconstructed direction of the muon in the northern (southern) sky is 0.8° (0.6°). The different energy distributions in each hemisphere shown in Fig. 1 cause this effect, since the reconstruction performs better at higher energies. The cumulative point spread functions for the 22-, 40-, and 80-string configurations of IceCube are shown in Fig. 2 for two different ranges of energy. Fig. 3 shows the effective area to an equal-ratio flux of νµ + ¯νµ. Fig. 4 shows the 40-string sensitivity to an E^{−2} spectrum of neutrinos for 330 days of livetime and compared to the 22-string configuration of IceCube, as well as ANTARES sensitivity, primarily relevant for the southern sky. The 80-string result uses the same methodology and event selection for the up-going region as this work.

V. DISCUSSION

The previous season of IceCube data recorded with the 22-string configuration has already been the subject of point source searches [7]. The analysis included 5114 atmospheric neutrino events including a contamination of about 5% of atmospheric muons during a livetime of about 276 days. No evidence was found for a signal, and the largest significance is located at
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Fig. 2: The point spread function of the 22-, 40-, and 80-string IceCube configurations in two energy bins. This is the cumulative distribution of the angular difference between the neutrino and reconstructed muon track using simulated neutrinos. The large improvement between the 22- and 40-string point spread function at high energies is due to an improvement in the reconstruction, which now uses charge information.

Fig. 3: The IceCube 40-string solid-angle-averaged effective area to an equal-ratio flux of \( \bar{\nu}_\mu \) and \( \nu_\mu \), reconstructed within 2° of the true direction. The different shapes of each zenith band are due to a combination of event selection and how much of the Earth the neutrinos must travel through. Since the chance of a neutrino interacting increases with its energy, in the very up-going region high energy neutrinos are absorbed in the Earth. Only near the horizon do muons from >PeV neutrinos often reach IceCube. Above the horizon, low energy events are removed by cuts, and in the very down-going region effective area for high energies is lost due to insufficient target material.

Fig. 4: 40-string IceCube sensitivity for 330 days as a function of declination to a point source with differential flux \( \Phi(E/TeV)^{-2} \). Specifically, \( \Phi_0 \) is the minimum source flux normalization (assuming \( E^{-2} \) spectrum) such that 90% of simulated trials result in a log likelihood ratio \( \log \lambda \) greater than the median log likelihood ratio in background-only trials (\( \log \lambda = 0 \)). Comparison are also shown for the 22-string and the expected performance of the 80-string configuration, as well as the ANTARES [6] sensitivity.

Since the 22-string analysis, a number of improvements have been achieved. An additional analysis of the 22-string data optimized for \( E^{-2} \) and harder spectra was performed down to \(-50^\circ\) declination with a binned search [8]. These analyses are now unified into one all-sky search which uses the energy of the events and extends to \(-85^\circ\) declination. Secondly, a new reconstruction that uses the charge observed in each DOM performs better, especially on high energy events. Third, an improved energy estimator, based on the photon density along the muon track, has a better muon energy resolution.

With construction more than half-complete, IceCube is already beginning to demonstrate its potential as an extraterrestrial neutrino observatory. The latest science run with 40 strings was the first detector configuration with one axis the same length as that of the final array. Horizontal muon tracks reconstructed along this axis provide the first class of events of the same quality as those in the finished 80-string detector.

There are now 59 strings of IceCube deployed and taking data. Further development of reconstruction and analysis techniques, through a better understanding of the detector and the depth-dependent properties of the ice, have continued to lead to improvements in physics results. New techniques in the southern sky may include separating muon bundles of cosmic ray showers from single muons induced by high energy neutrinos. At lower energies, the identification of starting muon tracks from neutrinos interacting inside the detector will be helped with the addition of DeepCore [9].

153.4° r.a., 11.4° dec. Accounting for all trial factors, this is consistent with the null hypothesis at the 2.2 \( \sigma \) level. The events in the most significant location did not show a clear time dependent pattern, and these coordinates have been included in the catalogue of sources for the 40-string analysis.
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Abstract. In order to enhance the IceCube’s sensitivity to astrophysical objects, we have developed a dedicated search for neutrinos in coincidence with flares detected in various photon wavebands from blazars and high-energy binary systems. The analysis is based on a maximum likelihood method including the reconstructed position, the estimated energy and arrival time of IceCube events. After a short summary of the phenomenological arguments motivating this approach, we present results from data collected with 22 IceCube strings in 2007-2008. First results for the 40-string IceCube configuration during 2008-2009 will be presented at the conference. We also report on plans to use long light curves and extract from them a time variable probability density function.
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I. INTRODUCTION

IceCube is a high-energy neutrino observatory currently under construction at the geographic South Pole. The full detector will be composed of 86 strings of 60 Digital Optical Modules (DOMs) each, deployed between 1500 and 2500m below the glacier surface. A six string Deep Core with higher quantum efficiency photomultipliers and closer DOM spacing in the lower detector will enhance sensitivity to low energy neutrinos. Muons passing through the detector emit Čerenkov light allowing reconstruction with ≲ 1° angular resolution in the full detector and about 1.5° (median) in the 22 string configuration. In this paper we describe the introduction of a time dependent term to the standard search for steady emission of neutrinos presented in Ref. [1]. We apply it in a search for periodic emission of neutrinos from seven high-energy binary systems and for a neutrino emission coincident with a catalogue of flares occurring when IceCube was taking data in its 22 string configuration. We also describe an extension of the method that uses multi-wavelength (MWL) lightcurves to characterize neutrino emission.

II. TIME DEPENDENT POINT SOURCE SEARCH

An unbinned maximum likelihood ratio method, using a test statistic that compares a signal plus background hypothesis to a background-only one, has been used for the search for point sources of neutrinos in IceCube [1].

We use the angular and energy distribution of events as information to characterize the signal with respect to the background. In the analysis of the 22-string data we use the number of hit DOMs in an event as an energy estimator, while for the 40-string configuration we use a more sophisticated energy estimator based on the photon density along the muon track. The analysis method returns a best-fit number of signal events and spectral index (though with a large error that depends on the number of events near the celestial coordinate being tested).

We use the IceCube 22-string upward-going neutrino event data sample of 5114 events collected in 275 days of livetime between May 31, 2007 and April 5, 2008 (which includes misreconstructed atmospheric muon contamination of about 5%). Selection cuts are based on the quality of the reconstruction, on the angular uncertainty of the track reconstruction (σ < 3°) and on other variables such as the number of DOMs hit by the direct Čerenkov light produced by muons. Fig 1 shows that the time distribution of these atmospheric neutrino events is consistent with a flat distribution.

Neutrinos from a point source are expected to cluster around the direction of the source and to have a spectrum dN/dE ∝ E−2 with spectral index γ ∼ −2 as predicted by 1st order Fermi acceleration mechanisms. On the other hand, the background of atmospheric neutrinos is distributed uniformly in right ascension and has an energy spectrum with γ ∼ −3.6 above 100 GeV. We construct a signal probability distribution function (pdf):

\[ S_i = \frac{1}{2\pi\sigma_i^2} e^{-\frac{|x_i - x_s|^2}{2\sigma_i^2}} * E(E_i | \gamma) * T_i, \]

where σ_i is the reconstructed angular error of the event [2], x_i - x_s the angular separation between the reconstructed event and the source, E is the energy pdf with spectral index γ_i, and T_i is the time pdf of the event. The background pdf is given by:

\[ B_i = B(x_i) * E_{bkg}(E_i) * \frac{1}{L}, \]

where B(x_i) is the background event density (a function of the declination of the event), E_{bkg} the energy...
distribution of the background, and $L$ the livetime. The background pdf is determined using the data, and the final p-values for these analyses are obtained by comparing scrambled equivalent experiments to data. Scrambled times are drawn from the distribution of measured atmospheric muon event times, taking one event per minute to obtain a constant rate.

The analysis method gives more weight to events which are clustered in space and at energies higher than expected from the atmospheric background. In this work we present the results which include for the first time a time dependent term in the pdf. Results are given in terms of p-values, or the fraction of the scrambled samples with a higher test statistic than found for the data.

III. Binary System Periodicity Search

One class of high-energy binary systems, microquasars, includes a compact object with an accretion disk emitting relativistic jets of matter. Jets are assumed to accelerate protons, hence $pp$ and $p\gamma$ interactions are possible. The two microquasars LS 5039 (which is out of the IceCube field of view) and LSI 61 +303 [4] have been observed to emit TeV gamma-rays modulated with the orbital phase of the systems. H.E.S.S. detects the minimum of the photon emission for LS 5039 during the superior conjunction, where the compact object is behind the massive star [5]. The gamma ray modulation can be interpreted as an indication of absorption of gammas emitted from the compact object. Nonetheless, the modulation could be very different in neutrinos, where neutrino production depends on how much matter is crossed by the proton beam on which interactions and decays depend. Since we assume that the modulation is related to the relative position of the accelerator with respect to the observer, we also include in our search objects for which no TeV modulation has yet been observed, using the period obtained from spectroscopic observations of the visible binary partner. We then leave the phase as a free parameter to be fit. Due to low statistics, a Gaussian will be adequate to describe the time modulation. Hence our time-dependent pdf is:

$$T_i = \frac{1}{\sqrt{2\pi}\sigma_w} e^{-\frac{|\phi_i - \phi_0|^2}{2\sigma_w^2}},$$

(3)

where $\sigma_w$ is the width of the Gaussian in the period, $\phi_i$ is the phase of the event and $\phi_0$ is the phase of peak emission. The phase takes a value between 0 to 1.

We find that this time-dependent method has a better discovery potential than the time-integrated analysis if the sigma of the emission is less than about 20% of the total period (Fig. 2). Since there are more degrees of freedom, the time-dependent analysis will perform worse if neutrinos are emitted over a large fraction of the period.

We examined seven binary systems, listed in Tab. I, covering a range of declinations and periods. There was no evidence of periodicity seen for any of the sources tested. The most significant result for this search has a pre-trial p-value of 6%, we expect to see this level of significance from one of our seven trials in 35% of scrambled samples, hence we find no evidence for periodicity.

<table>
<thead>
<tr>
<th>Object</th>
<th>RA (deg)</th>
<th>Dec (deg)</th>
<th>Period (d)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSI +61 303</td>
<td>40.1</td>
<td>+61.2</td>
<td>26.5</td>
<td>0.51</td>
</tr>
<tr>
<td>Cygnus X-1</td>
<td>299.6</td>
<td>+35.2</td>
<td>5.6</td>
<td>0.63</td>
</tr>
<tr>
<td>Cygnus X-3</td>
<td>308.1</td>
<td>+40.9</td>
<td>0.2</td>
<td>0.09</td>
</tr>
<tr>
<td>XTE J1118+480</td>
<td>169.5</td>
<td>+48.0</td>
<td>0.2</td>
<td>0.11</td>
</tr>
<tr>
<td>GRS1915</td>
<td>288.8</td>
<td>+10.9</td>
<td>30.8</td>
<td>0.61</td>
</tr>
<tr>
<td>SS 433</td>
<td>287.9</td>
<td>+5.0</td>
<td>13.1</td>
<td>0.06</td>
</tr>
<tr>
<td>GRO 0422+32</td>
<td>65.4</td>
<td>+32.9</td>
<td>0.2</td>
<td>0.39</td>
</tr>
</tbody>
</table>

TABLE I

System name, equatorial coordinates, period and pre-trial p-value.

IV. Multiwavelength Flares Analysis

In high-energy environments, $p\gamma$ and $pp$ interactions produce pions and kaons that decay into photons and neutrinos. Thus, we expect a correlation between TeV $\gamma$ and $\nu_\mu$ fluxes. Blazars and binary systems exhibit
variability, with flares often observed to correlate in several photon wavebands. Hence, if TeV information is not available, we can use X-ray and optical data as well. We use this expected time correlation between photons and neutrinos to suppress the background of atmospheric neutrinos, which have a random distribution in time, by looking for neutrino emission in time windows selected based on MWL information. By restricting our search we need fewer events to achieve a 5σ signal than with the time-integrated search.

We use MWL observations to create a catalogue of flares from blazars and binary systems which have states of heightened non-thermal emission. We determine the time window of our search based on the MWL data to characterize the time and duration of peak brightness.

A. Selection of Flares

To collect a list of interesting flares we monitored alerts such as Astronomer’s Telegram or GCN for sources observed undergoing a change of state which may produce heightened neutrino emission. The selected catalogue is presented in Tab. II and illustrated here:

- **3C 454.3** flares were measured by AGILE GRID during July 24-30, 2007 [8] and again during Nov. 12-22, 2007 [9].
- **1ES 1959+650** was seen by INTEGRAL in a hard flux state (Nov. 25-28 2007 [6]). Later Whipple obtained a few measurements around December 2-7 [7] which we also selected for investigation.
- **Cygnus X-1** had a ”giant outburst” seen by Konus-Wind and Suzaku-WAM [10]. These giant outbursts have been modeled in [11].
- **S5 0716+71** was seen flaring in GeV, optical and radio bands during two periods, September 7-13, 2007 and Oct 19-29, 2007 [12].

B. Method and Results

We tested two methods to search for neutrino flares: the first case (hereafter the “box method”), uses a pdf which counts only events which fall inside the selected time window:

\[
T_i = \frac{H(t_{\text{max}} - t_i)H(t_i - t_{\text{min}})}{t_{\text{max}} - t_{\text{min}}},
\]

where \( H \) is the Heaviside step function, and \( t_{\text{min}} \) and \( t_{\text{max}} \) are fixed from MWL data. The second case is to find a best-fit Gaussian to describe the neutrino emission, fitting the mean of the flare and its duration inside the selected time window. The time factor in the source term will be:

\[
T_i = \frac{1}{\sqrt{2\pi}\sigma_t} e^{-\frac{(t_i - t_0)^2}{2\sigma_t^2}}
\]

where \( t_0 \) is the peak emission and \( \sigma_t \) is the width. The Gaussian search method yields more information about the flare, such as width and time of the peak of the emission, and also can use events outside of the time window. To focus the search on correlation with photon emission instead of an all-year search, we confined the mean to the time window, and the sigma can not be longer than the time window. The Gaussian introduces two additional parameters to fit, while the box method has no additional parameters over the time-integrated search.

To compare the two methods, we generated signal events with Gaussian time distributions of different widths to add to scrambled data. Our figure of merit is the minimum flux required for 50% probability of 5σ discovery. We find the box method outperforms the Gaussian unless the FWHM of the signal function is less than 10σ or greater than 110% of the width of the time window. We show the discovery potential curves for time windows of 3 and 10 days in Fig. 3. We also tested the possibility that the time window we chose based on MWL information is not centered on a neutrino flare by injecting events with an offset in the window, still finding a region where the box requires fewer events for discovery. Hence the box method, which performs better than the Gaussian method in a broad part of the signal parameter space was selected for providing the final p-values.

We found that 5 of 7 flares we examined were best fit by 0 source events, while S5 0716+71 and 1ES 1959+650 each showed one contributing event during a flare. Considering that we looked at 7 flares, the post trials p-value is 14% for the most significant result, the 10 day flare of S5 0716+71. This value is compatible with background fluctuations.

<table>
<thead>
<tr>
<th>Source</th>
<th>Alert Ref.</th>
<th>Time Window</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1ES 1959+650</td>
<td>[6]</td>
<td>MJD 54428-54433</td>
<td>1</td>
</tr>
<tr>
<td>1ES 1959+650</td>
<td>[7]</td>
<td>MJD 54435.5-54440.5</td>
<td>0.08</td>
</tr>
<tr>
<td>3C 454</td>
<td>[8]</td>
<td>MJD 54305-54311</td>
<td>1</td>
</tr>
<tr>
<td>3C 454</td>
<td>[9]</td>
<td>MJD 54416-54426</td>
<td>1</td>
</tr>
<tr>
<td>Cyg X-1</td>
<td>[10]</td>
<td>MJD 54319.5-54320.5</td>
<td>1</td>
</tr>
<tr>
<td>S5 0716+71</td>
<td>[12]</td>
<td>MJD 54350-54356</td>
<td>1</td>
</tr>
<tr>
<td>S5 0716+71</td>
<td>[12]</td>
<td>MJD 54392-54402</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**Table II**

FLARE LIST: SOURCE NAME, REFERENCES FOR THE ALERT, INTERVAL IN MODIFIED JULIAN DAY, PRE-TRIAL P-VALUE.
V. Future developments: Analysis based on long light curves

With the advent of Fermi, long and regularly sampled high energy γ-ray light curves will be available soon. The Fermi public data [13] already provide a first glimpse of the variable behavior of bright sources and the quality of the data. We plan to analyze Fermi light curves using the method described in [14]. Following this approach, the analysis of long light curves will provide:

- A systematic selection of flaring periods: until now the selection of flaring periods is biased because detections are often triggered by alerts. The monitoring of the sky provided by Fermi will eliminate this.
- A systematic criterion to define the threshold for a flare: once enough data will be accumulated, the flare statistics will provide a characteristic level and a standard deviation. With a safe 3σ threshold, flaring periods cannot be confused with intrinsic fluctuations of the detector and can be selected uniformly across the entire period considered.
- The possibility to select more than one flare in the same light curve, to estimate the frequency of the high states.
- A non-parametric time dependent signal pdf.

Our analysis of long Fermi light curves is still in development and for the moment limited by the relatively short duration of the Fermi data taking. We illustrate the method using the light curve collected by RXTE-ASM for Mkn 421 (Fig. 4). About 10 years of RXTE-ASM data are analyzed in order to extract a characteristic level of the source and determine flaring periods, as in [14]. For example here the threshold for flaring has been fixed at the 3σ level that corresponds to 1.7 RXTE/ASM count/sec. Interpreting periods selected above this level with the Maximum Likelihood Block algorithm provides the time dependent pdf (see Fig. 5).

While the rate of events observed in IceCube is approximately stable over timescales of a few days, the variability of the background has to be considered if longer periods are tested. The main source of variations of the observed event rates are changes in the detector uptime. These will be implemented in the description of the background.

VI. Conclusions

We have presented the results of a time dependent analysis of the IceCube 22 string data sample. We searched for a periodic time structure of neutrinos from binary systems, and neutrinos in coincidence with high flux states from sources for which other experiments issued alerts. Results in all cases were consistent with background fluctuations. We also provide insight on how MWL information may in the future be directly used to create a time pdf to analyze correlations of photon and neutrino emission.
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I. INTRODUCTION

Several astrophysical sources are known to have a variable photon flux at different wavelengths, showing flares that last between several minutes to several days. Hadronic models of Active Galactic Nuclei (AGNs) predict [1][2] neutrino emission associated with these multiwavelength (MWL) emissions. Time integrated analyses are less sensitive in this flaring scenario because they contain a higher background of atmospheric neutrinos and atmospheric muons. Therefore a time dependent analysis is more sensitive because it reduces the background by searching smaller time scales around the flare. A direct approach that looks for this correlation using ground by searching smaller time scales around the flare. The event selection is the most efficient way to reduce the atmospheric muon background. This energy cut decreases the azimuth correction becomes important for time scales shorter than 1 day, reaching up to 40% difference, thus it should be included in time dependent analyses.

In order to make the flare search more general, and since MWL observations are scarce and not available for all sources, we take an approach not triggered by MWL observations. We apply a time-clustering algorithm (see [4]) to pre-defined source directions looking for the most significant accumulation in time (flare) of neutrino events over background, considering all possible combinations of event times. One disadvantage of this analysis is the increased number of trials, which reduces the significance. Nevertheless, for flares sufficiently shorter than the total observation period, the time clustering algorithm is more sensitive than a time integrated analysis. The predicted time scales are well below this threshold.

II. FLARE SEARCH ALGORITHM

The time clustering algorithm chooses the most promising flare time windows based on the times of the most signal-like events from the analyzed data. Each combination of these event times defines a search time window (\(\Delta t_i\)). For each \(\Delta t_i\) a significance parameter \(\lambda_i\) is calculated. The algorithm returns the best \(\lambda_{max}\) corresponding to the most significant cluster. The significance can be obtained using two approaches: a binned method, as in the previous implementation [4], and an improved unbinned maximum likelihood method [5] which enhances the performance.

The unbinned maximum likelihood method defines the significance parameter by:

\[
\lambda = -2 \log \left( \frac{L(\vec{x}_s, n_s = 0)}{L(\vec{x}_s, n_s, \gamma_s)} \right),
\]

where \(\vec{x}_s\) is the source location, \(n_s\) and \(\gamma_s\) are the best estimates of the number of signal events and source spectral index, respectively, which are found by maximizing the likelihood, \(L\):

\[
L = \prod_{i=1}^{n_{tot}} \left( \frac{n_s}{n_{tot}} S_i + \left( 1 - \frac{n_s}{n_{tot}} \right) B_i \right)
\]

The background probability density function (pdf), \(B_i\), calculated purely from data distributions, is given by:

\[
B_i = P_{\text{space}}(\theta_i, \phi_i) P_{\text{energy}}(E_i, \theta_i) P_{\text{time}}(\theta_i),
\]

where \(P_{\text{space}}\) describes the distribution of events in a given area (a zenith band of \(8^\circ\) is used for convenience). In a simple case this probability would be flat because of random distribution of background events. However, due to applied cuts, Earth absorption properties and detector geometry, this probability is dependent on zenith, \(\theta_i\), and azimuth, \(\phi_i\). The irregular azimuthal distribution caused by the detector geometry is shown in Fig. 1. For time integrated analyses covering one year the dependence on the azimuth is negligible because the exposure for all right ascension directions is integrated. However, an azimuth correction becomes important for time scales shorter than 1 day, reaching up to 40% difference, thus it should be included in time dependent analyses. \(P_{\text{space}}\)

has value unity when integrated over solid angle inside the test region (i.e. zenith band).

The energy probability \(P_{\text{energy}}\) is determined from the energy estimator distribution and depends on the zenith coordinate. In the southern sky an energy sensitive event selection is the most efficient way to reduce the atmospheric muon background. This energy cut decreases with zenith angle, thus creating a zenith dependence
of the energy. Therefore a zenith dependent energy probability, shown in Fig. 2, is needed. Note that for the northern sky this correction is small.

Fig. 1. Normalized azimuth distribution of the data sample reported in [9].

Fig. 2. Background energy pdf from data as a function of the energy estimator and zenith angle. The ultra high energy sample [10] is used. The southern sky corresponds to cos(θ) > 0.

Given the low statistics at final sample level, estimating the background by counting events inside a time window would introduce significant errors for short time scales. Therefore another approach is used, namely, to fit the event rates in the entire observed period as a function of time. Two regions of the sky (South and North) are distinguished because they have different properties. The northern sky sample consists mostly of atmospheric neutrinos which do not show a significant seasonal variation, therefore a constant fit is used. For the southern sky, a sinusoidal fit is used because it is dominated by a background of high energy atmospheric muons which have seasonal variation. These fits are shown in Fig. 3 and include the necessary correction for the uptime\(^1\) of the detector. It has been verified that the time modulations for different zenith bands within a half hemisphere are the same, thus allowing us to use all events inside the half hemisphere for the fit of the rates.

![Uptime corrected rates and their fits for the southern (left) and northern (right) skies.](image)

The signal pdf, \(S_i\), is given by:

\[
S_i = P^{\text{space}}(\| \vec{x}_i - \vec{x}_s \|, \sigma_i) P^{\text{energy}}(E_i, \theta_i, \gamma_s),
\]

where, the spatial probability, \(P^{\text{space}}\) is a Gaussian function of \(\| \vec{x}_i - \vec{x}_s \|\), the space angular difference between the source location, \(\vec{x}_s\), and each event’s reconstructed direction, \(\vec{x}_i\), and \(\sigma_i\), the angular error estimation of the reconstructed track. The estimator used for \(\sigma_i\) is the size of the error ellipse around the maximum value of the reconstructed event track likelihood. The energy probability, \(P^{\text{energy}}\), constructed from signal simulation, is a function of the event energy estimation, \(E_i\), the zenith coordinate, \(\theta_i\), and the assumed energy spectral index of the source, \(\gamma_s (E^{-\gamma_s})\). A projection of \(P^{\text{energy}}\) for the whole sky is shown in Fig. 4. For a given \(\theta_i\) and \(\gamma_s\) the energy pdf is normalized to unity over \(E_i\). For the energy a dedicated estimator of the number of photons per track length is used. No flare time structure is assumed (i.e. taken to be flat in time). Therefore there is no need to include a time dependent term in the signal pdf.

![Projection for the whole sky of the energy component of the signal pdf as a function of the energy estimator and energy spectral index. The ultra high energy sample [10] is used.](image)

\(^1\)The uptime takes into account the inefficiency periods and data gaps after data quality selection.
We use a binned method implementation of the time clustering algorithm as a crosscheck of our new unbinned analysis. In the case of the binned method, a circular angular search bin (2.5° radius) around the source direction is used. The times of the events that define the search time windows (Δτ), are given by all the events inside this angular bin. The significance parameter is obtained from Poisson statistics, given the number of expected background events inside the bin and the observed events in each cluster with multiplicity\(^2\) m. The expected number of background events is calculated by integrating, in the given time window, the fit to the rates, as described above. This calculation takes into account the zenith dependence of the background, in zenith bands with the size of the bin, the corresponding uptime factor and the azimuth correction.

The best significance obtained for a cluster is corrected for trial factors by running several Monte Carlo simulations. The simulation is done by creating distributions from data of zenith, azimuth, reconstruction error and energy estimator. The event characteristics are randomly taken from these distributions while considering the correlations between the different parameters. In order to study the performance of the algorithm, we calculate the neutrino flare detection probability as a function of the signal strength and duration of the flare by simulating signal events on top of background events\(^3\). The properties of signal events are taken from a dedicated signal simulation and depend on the assumed energy spectral index. The Point Spread Function (PSF) is used to smear the events around the source location, thus simulating the effect of the time resolution.

The selected source list consists of 10 directions (Table I) that are going to be tested with the time clustering algorithm. Models like [2] favor fluxes of higher energy neutrinos from FSRQ sources. Given the absorption of neutrinos at different energies in the Earth and the event cut strategy, southern sky FSRQs are more favored by these models because of their higher energy range of sensitivity.

<table>
<thead>
<tr>
<th>Source</th>
<th>Type</th>
<th>dec [°]</th>
<th>ra [°]</th>
<th>Detection Probability (3σ) (%)</th>
<th>Eq. flux (\times 10^{-24}) TeV cm(^{-2}) s(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEV J0540-4359</td>
<td>LBL</td>
<td>-44.1</td>
<td>84.7</td>
<td>46.8</td>
<td>24.5</td>
</tr>
<tr>
<td>GEV J1626-2502</td>
<td>FSRQ</td>
<td>-25.5</td>
<td>246.4</td>
<td>85.6</td>
<td>80.8</td>
</tr>
<tr>
<td>GEV J1832-2128</td>
<td>FSRQ</td>
<td>-21.1</td>
<td>278.4</td>
<td>77.1</td>
<td>72.1</td>
</tr>
<tr>
<td>GEV J2024-0812</td>
<td>FSRQ</td>
<td>-7.6</td>
<td>306.4</td>
<td>37.5</td>
<td>14.4</td>
</tr>
<tr>
<td>3C 279</td>
<td>FSRQ</td>
<td>-5.8</td>
<td>194.1</td>
<td>26.1</td>
<td>9.8</td>
</tr>
<tr>
<td>3C 273</td>
<td>FSRQ</td>
<td>2.0</td>
<td>187.3</td>
<td>50</td>
<td>12.4</td>
</tr>
<tr>
<td>CTA 102</td>
<td>FSRQ</td>
<td>11.7</td>
<td>338.1</td>
<td>36.2</td>
<td>13.6</td>
</tr>
<tr>
<td>GEV J0530+1340</td>
<td>FSRQ</td>
<td>13.5</td>
<td>82.7</td>
<td>31.4</td>
<td>10.1</td>
</tr>
<tr>
<td>3C 454.3</td>
<td>FSRQ</td>
<td>16.1</td>
<td>343.5</td>
<td>70.1</td>
<td>12.2</td>
</tr>
<tr>
<td>GEV J0237+1648</td>
<td>LBL</td>
<td>16.6</td>
<td>39.7</td>
<td>69</td>
<td>11</td>
</tr>
</tbody>
</table>

\(^2\)The integral of the Poisson distribution of the background events starts at (m-1) since the beginning and end of the time period are fixed from the data itself.

\(^3\)The number of injected background and signal events is Poisson distributed.

We constrain the largest flare duration in the algorithm to be less than 30 days, which is sensible from γ-ray observations.

### III. Source Selection

Since searching for all directions in the sky would decrease the significance, we consider only a few promising sources, thus reducing the number of trials. We select variable bright astrophysical sources in the whole sky. The selected blazars, including Flat Spectrum Radio Quasars (FSRQs) and Low-frequency peaked BL Lacs (LBLs), are taken from the confirmed Active Galactic Nuclei (AGN) in the third EGRET catalogue (3EG) [6]. We also require that they are present in the current latest Fermi catalogue (0FGL) [7]. The criteria for selecting variable and bright source is based on the following parameters thresholds:

- Variability index (3EG) > 1
- Maximum energy flux \((E > 100 \text{ MeV}) > 40 \times 10^{-8} \text{ ph cm}^{-2}\text{s}^{-1}\)
- Average energy flux \((E > 100 \text{ MeV}) > 15 \times 10^{-8} \text{ ph cm}^{-2}\text{s}^{-1}\)
- Inside visibility region of IceCube.

The selected source list consists of 10 directions (Table I) that are going to be tested with the time clustering algorithm. Models like [2] favor fluxes of higher energy neutrinos from FSRQ sources. Given the absorption of neutrinos at different energies in the Earth and the event cut strategy, southern sky FSRQs are more favored by these models because of their higher energy range of sensitivity.

### IV. Data Samples

IceCube[8] 22-string data from 2007-08 is used. It spans 310 days with an overall effective detector uptime of 88.9% (i.e. 276 days). The whole sky (declination range from -50° to 85°) is scanned. Different selection criteria are applied for the northern and southern skies. Previously obtained reconstructed datasets are used: the standard point source sample for the northern sky [9] (5114 events, declination from -5° to 85°, 1.4° sky-averaged median angular resolution) and the dedicated ultra high energy sample for the southern sky [10] (1877 events in the whole sky, declination from -50° to 85°,
1.3° sky-averaged median angular resolution). The first sample is optimized, within an unbinned method, for the optimal sensitivity to both hard and soft spectrum sources. The second sample was optimized for a binned method at ultra high energies. Therefore it should be noted that the binned method results are much better in the southern sky than in the northern sky. Nevertheless, the unbinned method, for an $E^{-2}$ energy spectrum still performs better in the southern sky.

The energy containment in these two regions is different, with ranges from TeV to PeV and from PeV to EeV, in the northern and southern sky respectively. Event tracks are obtained with a multi-photoelectron 4 (MPE) [11] reconstruction which improves the angular resolution for high energies.

V. Results

The probability of a 3σ flare detection using this time variable analysis (time clustering algorithm) for a given number of injected signal events (i.e. Poisson mean of 5 events) with an $E^{-2}$ energy spectrum inside a seven-day window is shown for all sources in Table I. For comparison purposes, time-integrated detection probabilities integrated over the whole 22-string IceCube data period (276 days) are also given. In the northern sky, the same simulated signal was on average four times more likely to be detected at 3σ with the unbinned time variable search than with the time integrated search, and in the southern sky, on average about twice as likely with the time variable search. The gain is not as substantial as in the northern sky because the discovery potential without time properties is already greater since for the same number of injected signal events the background is relatively smaller. A more detailed example for two sources, at the southern and northern skies, for different time scales and signal fluxes is presented in Fig. 5. For shorter flare durations the detection probability increases and is well above a time integrated search. It can be seen that there is a different behaviour for each part of the sky. This is caused by the different type of backgrounds (high energy atmospheric muons in the south and atmospheric neutrinos in the north) and the difference in number of final events in each sample (less events in the southern sky) due to the different selection cuts.

VI. Summary

We have presented the sensitivity of the time clustering algorithm using an unbinned maximum likelihood method. This is an improvement over the previous performances using a binned method and time integrated analyses. The search window for variable sources has been extended to the southern sky. IceCube 22-string data will be analyzed using this method looking for neutrinos flares with no a priori assumption on the time structure of the signal.
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Abstract. We present the status of a program for the generation of online alerts issued by IceCube for gamma-ray follow up observations by Air Cherenkov telescopes (e.g. MAGIC). To overcome the low probability of simultaneous observations of flares of objects with gamma-ray and neutrino telescopes a neutrino-triggered follow-up scheme is developed. This mode of operation aims at increasing the availability of simultaneous multi-messenger data which can increase the discovery potential and constrain the phenomenological interpretation of the high energy emission of selected source classes (e.g. blazars). This requires a fast and stable online analysis of potential neutrino signals. We present the work on a significance-based alert scheme for a list of phenomenologically selected sources. To minimize the rate of false alerts due to detector instabilities a fast online monitoring scheme based on IceCube trigger and filter rates was implemented.
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I. INTRODUCTION

A Neutrino Triggered Target of Opportunity program (NToO) was developed already in 2006 using the AMANDA array to initiate quasi-simultaneous gamma-ray follow-up observations by MAGIC. The aim of such an approach is to increase the chance to discover cosmic neutrinos by on-line searches for correlations with established signals (e.g. flares in high-energy gamma-rays) triggered by neutrino observations. For sources which manifest large time variations in the emitted radiation, the signal-to-noise ratio can be increased by limiting the neutrino exposures to most favorable periods. The chance of discovery can then be enhanced (the so-called "multi-messenger approach") by ensuring a good coverage of simultaneous data at a monitoring waveband (e.g. gamma-rays). The first realization of such an approach led to two months of follow-up observations of AMANDA triggers by MAGIC, focused on a selected sample of Blazars as target sources [1]. An extension of this program to IceCube and also to optical follow-up observations has been later realized with the ROTSE network of optical telescopes, addressing possible correlations between neutrino multiplets and either GRBs or Supernovae [2].

Multi-messenger studies can be accomplished offline, searching for correlations between the measured intensity curves in the electromagnetic spectrum and the time of the detected neutrinos. The major limitations encountered so far were due to the scarce availability of information on the electromagnetic emission of the objects of interest, which typically are not observed continuously. Whenever data is available, such an a-posteriori approach is however very powerful, and it is part of the research plans of the IceCube Collaboration.

We emphasize that a neutrino telescope at the South Pole is continuously and simultaneously sensitive to all objects located in the northern hemisphere. The investigation of the correlation between the observed properties of the electromagnetic emission and the detected neutrinos is therefore at any time feasible once the relevant electro-magnetic information is available. In other words, on-line and off-line approaches have to be seen as complementary and not mutually exclusive.

In case of variable objects like Blazars, FSRQs as well as Galactic systems like microquasars and magnetars, hadronic models describing the very high energy gamma-rays emission also predict simultaneous high energy neutrinos. Absorption processes might attenuate the gamma-ray luminosity when the objects are brightest in neutrinos, so that an anti-correlation or time-lag might be predicted as well. In all cases, the availability of simultaneous data on high energy gamma-ray emission and (possibly) neutrinos is mandatory to test different scenarios and shed light on the emission mechanisms (e.g. extract information on the optical depth and on other astrophysical source parameters).

II. SELECTION OF TARGET SOURCES

The most interesting objects as a target for gamma-ray follow-up observations of IceCube events are promising sources of TeV neutrinos, which are either known to exhibit a bright GeV flux in gamma-rays and show extrapolated fluxes detectable by Imaging Air Cherenkov Telescopes, or are already detected by IACTs and variable. Candidates currently being considered are AGNs (HBL, LBL, FSRQs), Microquasars and Magnetars (SGRs). A preliminary source list based on observations with the FERMI [6] and EGRET [3] experiments is based on the following criteria:

- Source is present in both the third EGRET(3EG) and Fermi catalogues;
- Source is classified as variable in the Fermi catalogue;
- Variability Index > 1 in the 3EG catalog (taken from [5]);
- Maximum 3EG flux > 40 · 10⁻⁸ ph cm⁻² s⁻¹, E > 100 MeV;
Monte Carlo as a function of zenith angle can be seen resulting rate of atmospheric neutrinos as predicted by geometry when projected on the reconstructed track. The their expected arrival time calculated from the track between hits with a small time residual compared to parameters we also employ a cut on the longest distance this reconstruction. In addition to the already mentioned reconstruction and further event quality cuts based on resources at the South Pole are limited one can not dominated the Level-2 rate. An example of this behaviour

doctrine of the number of detected neutrinos from the expected background. The simplest implementation uses a binned approach where neutrino candidates within a fixed bin around a source are regarded as possible signal events. To exploit the information that can be extracted from the estimated reconstruction error and other event properties like the energy an unbinned maximum-likelihood method is under development.

If a neutrino candidate is detected at time $t_i$ around a source candidate the expected background $N_{i,k}$ is calculated for all other neutrino candidates $j$ with $t_j < t_i$ from that source candidate. To calculate $N_{i,k}^j$ the detector efficiency as a function of the azimuth angle and the uptime has to be taken into account. The probability to observe the multiplet $(i, j)$ by chance is then calculated according to

$$\sum_{k=N_{i,j}}^{\infty} \frac{\left(N_{i,j}^k\right)}{k!} e^{-N_{i,j}}$$  \quad (1)$$

where $N_{i,j}$ is the number of detected on-source neutrinos between $t_j$ and $t_i$. It has to be reduced by 1 to take into account the bias that one only does this calculation when a signal candidate is detected. As typical flares in high energy gamma-rays have a maximal duration of several days we constrain our search for time clusters of neutrinos to three weeks.

If the cluster with the highest significance exceeds a certain threshold (e.g. corresponding to $5\sigma$) the detector stability will be checked and an alert will be send to an Cherenkov telescope to initiate a follow-up observation.

IV. THE TIME-CLUSTERING ALGORITHM

The timescale of a neutrino flare is not fixed a-priori and thus a simple rolling time window approach is not adequate to detect flares. The time clustering approach that was developed for an unbiased neutrino flare search [7] looks for any time frame with a significant deviation of the number of detected neutrinos from the expected background. The simplest implementation uses a binned approach where neutrino candidates within a fixed bin around a source are regarded as possible signal events. To exploit the information that can be extracted from the estimated reconstruction error and other event properties like the energy an unbinned maximum-likelihood method is under development.

If a neutrino candidate is detected at time $t_i$ around a source candidate the expected background $N_{i,k}$ is calculated for all other neutrino candidates $j$ with $t_j < t_i$ from that source candidate. To calculate $N_{i,k}^j$ the detector efficiency as a function of the azimuth angle and the uptime has to be taken into account. The probability to observe the multiplet $(i, j)$ by chance is then calculated according to

$$\sum_{k=N_{i,j}}^{\infty} \frac{\left(N_{i,j}^k\right)}{k!} e^{-N_{i,j}}$$  \quad (1)$$

where $N_{i,j}$ is the number of detected on-source neutrinos between $t_j$ and $t_i$. It has to be reduced by 1 to take into account the bias that one only does this calculation when a signal candidate is detected. As typical flares in high energy gamma-rays have a maximal duration of several days we constrain our search for time clusters of neutrinos to three weeks.

If the cluster with the highest significance exceeds a certain threshold (e.g. corresponding to $5\sigma$) the detector stability will be checked and an alert will be send to an Cherenkov telescope to initiate a follow-up observation.

V. DATA QUALITY

Data quality is very important for any online alert program to minimize the rate of false alerts due to detector or DAQ instabilities. IceCube has a very extensive monitoring of the DAQ and South Pole on-line processing. However, most of the information is only available with a certain delay after data-taking and thus not useful for follow-up program which requires fast alerts. To ensure that alerts are only sent for neutrino multiplets that where detected during stable running conditions a simple but powerful stability monitoring scheme has been developed. It is based on a continuous measurement of the relevant trigger and filter rates and their respective ratios in time bins of 10 minutes. These values are then compared to a running average of these ratios over approximately four days to detect significant deviations. The running average is necessary as slow seasonal changes in the atmosphere and faster weather changes influence the rate of atmospheric muons which dominate the Level-2 rate. An example of this behaviour

III. EVENT SELECTION

The basis for the event selection is an on-line filter that searches for up-going muon tracks. The rate of this filter is about 24 Hz for IceCube in its 2009/2010 configuration with 59 deployed strings. As the computing resources at the South Pole are limited one can not run more elaborate reconstructions at this rate, so a further event selection has to be done. This so called Level-2 filter searches events that were reconstructed with a zenith angle $\theta > 80^\circ$ ($\theta = 0^\circ$ equals vertically down-going tracks) with a likelihood reconstruction. By requiring a good reconstruction quality the background of misreconstructed atmospheric muons is further reduced. The parameters used to assess the track quality are the likelihood of the track reconstruction and the number of unscattered photons with a small time residual w.r.t. the Cherenkov cone. The reduced event rate of approximately 2.9 Hz can then be reconstructed with more time intensive reconstructions, like a likelihood fit seeded with ten different tracks (iterative fit). The fit with the best likelihood is used for further cuts. Based on this reconstruction the final event sample is selected by employing a zenith angle cut of $\theta > 90^\circ$ for the iterative reconstruction and further event quality cuts based on this reconstruction. In addition to the already mentioned parameters we also employ a cut on the longest distance between hits with a small time residual compared to their expected arrival time calculated from the track geometry when projected on the reconstructed track. The resulting rate of atmospheric neutrinos as predicted by Monte Carlo as a function of zenith angle can be seen in Figure 1.
TABLE I
PRELIMINARY CANDIDATE SOURCE LIST FOR NEUTRINO TRIGGERED FOLLOW-UP OBSERVATIONS. THE TYPE OF AGN HAS BEEN TAKEN FROM [4]

<table>
<thead>
<tr>
<th>Source name</th>
<th>Blazar type</th>
<th>Dec. [°]</th>
<th>RA [°]</th>
<th>max. 3EG flux (10^{-8} \text{ cm}^{-2}\text{s}^{-1})</th>
<th>min. 3EG flux (10^{-8} \text{ cm}^{-2}\text{s}^{-1})</th>
<th>avg. 3EG flux (10^{-8} \text{ cm}^{-2}\text{s}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>3C 273</td>
<td>FSRQ</td>
<td>2.0</td>
<td>187.3</td>
<td>48.5</td>
<td>8.5</td>
<td>13.4</td>
</tr>
<tr>
<td>CTA 102</td>
<td>FSRQ</td>
<td>11.7</td>
<td>338.1</td>
<td>51.6</td>
<td>12.1</td>
<td>19.2</td>
</tr>
<tr>
<td>GEV 10530+1340</td>
<td>FSRQ</td>
<td>13.5</td>
<td>82.7</td>
<td>351.4</td>
<td>32.4</td>
<td>93.5</td>
</tr>
<tr>
<td>GEV 3C 454.3</td>
<td>FSRQ</td>
<td>16.1</td>
<td>343.5</td>
<td>116.1</td>
<td>24.6</td>
<td>53.7</td>
</tr>
<tr>
<td>GEV J0237+1648</td>
<td>LBL</td>
<td>16.6</td>
<td>39.7</td>
<td>65.1</td>
<td>11.6</td>
<td>25.9</td>
</tr>
</tbody>
</table>

Fig. 2. Rate of the Level-2 online filter for four months (December 2008 till April 2009) in 10-minute bins with IceCube in its 2008/2009 configuration with 40 deployed strings. The Level-2 filter is an online filter that is used for different follow-up observation programs. The slow change in the rate is due to seasonal variations in the atmospheric muon background rate caused by pressure changes in the atmosphere.

Fig. 3. Histogram of the rates of the online Level-2 filter of IceCube in its 2008/2009 configuration with 40 deployed strings for the four months shown in figure 2. The bin at a value of 5.5 Hz contains all entries bigger than 5.5 Hz.

can be seen in Figures 2 and 3. This system was tested off-line on data from IceCube in its 40-string configuration and proved to correlate very well with the extensive off-line detector monitoring. The fraction of data that has to be discarded due to detector or software problems was about 6%, which includes all periods in Figures 2 and 3 that significantly deviate from the average. This method will be implemented online for IceCube in its 2009/2010 configuration with 59 deployed strings.

VI. SIGNIFICANCE CALCULATION

Under the hypothesis that all the neutrinos are of atmospheric origin, the probability of observing at least \(N_{\text{obs}}\) multiplets above the significance threshold and detecting at least \(N_{\text{conc}}\) coincident gamma-ray flares is given by:

\[
P = 1 - \prod_{i=1}^{N_{\text{sources}} - N_{\text{obs}}} P_{i}^0 \prod_{j=N_{\text{conc}}}^{m} m! \Rightarrow \frac{N_{\text{obs}}}{m!} \prod_{j=N_{\text{conc}}}^{m} \frac{m!}{j!(m-j)!} (p_{\text{obs}})^j (1-p_{\text{obs}})^{m-j}
\]

where the first term describes the Poisson probability of observing at least \(N_{\text{obs}}\) neutrino multiplets with \(N_{\text{bck}}\) background expected, and the second term describes the probability of observing at least \(N_{\text{conc}}\) out of \(m\) – the running number of observed multiplets, larger or equal to \(N_{\text{obs}}\) – each with a probability of \(p_{\text{obs}}\).

We note that this probability can be calculated anytime a-posteriori, once a realistic knowledge of the probability \(p_{\text{obs}}\) to detect a gamma-ray flare in a time window \(\Delta t\) is available. In order to avoid statistical biases it is mandatory, however, that the statistical test is defined a-priori, i.e. that the conditions to accept an observation and defining a coincidence are previously fixed. Methods on how the to reliably estimate the probability \(p_{\text{obs}}\) of detecting a gamma-ray flare in a time window \(\Delta t\), which is influenced by the source elevation and weather conditions, from the frequency of the observed gamma-ray flares are under development. The significance calculated above also does not account for the trial factor correction due to the selection of three or more objects, which can however be calculated as the product of the individual terms corresponding to each source. The probability of having at least one coincidence in any of the proposed sources is, for example:

\[
P = 1 - \prod_{i=1}^{N_{\text{sources}} - N_{\text{obs}}} P_{i}^0 \prod_{j=N_{\text{conc}}}^{m} m! \Rightarrow \frac{N_{\text{obs}}}{m!} \prod_{j=N_{\text{conc}}}^{m} \frac{m!}{j!(m-j)!} (p_{\text{obs}})^j (1-p_{\text{obs}})^{m-j}
\]

where \(P_{i}^0\) is the probability of having zero coincidences at the source \(i\).

VII. THE GAMMA-RAY FOLLOW-UP OBSERVATION SCHEME

We propose an observation scheme as follows:
• Up to 1 day after receiving an IceCube alert from one of the pre-defined directions, the source is scheduled to be observed as soon as visible and observation conditions allow.

• If the gamma-ray observation is possible, it will continue for one hour.

• The results of the on-line analysis will be checked and, if there is a positive hint (above 3σ) the gamma-ray observations may be extended. In case of a positive observation (i.e. a gamma-ray flux trespassing the pre-defined threshold defining a flare), the opportunity to trigger multi-wavelength observations should then be considered. Due to the irreducible background of atmospheric neutrinos (Figure 1) one can estimate the alert rate for different zenith regions (Figure 4) for thresholds corresponding to 3σ (upper points) and 5σ (lower points) and a bin size of 2⁰. Based on a simple Monte Carlo simulation that does not take into account detector features like the azimuth dependent efficiency we calculated the discovery probabilities for different numbers of injected on-source events (see Figure 5) at a declination of 26⁰. The discovery probability is defined here as the probability to detect a 5σ deviation with the time-clustering method.

VIII. STATUS

The event selection and software to calculate the significance of a neutrino cluster are implemented and ready to be deployed at the South Pole. As IceCube in its 2009/2010 configuration with 59 deployed strings is considerably bigger than the previous detector configuration the stability monitoring needs to be checked with the first weeks of physics data. Pending the approval of the follow-up program by a Cherenkov telescope collaboration we then aim for a timely implementation of this program.

IX. OUTLOOK

Besides enhancing the chance to discover point sources of neutrinos, the gamma-ray follow-up approach here discussed can increase the chance of detecting unusual gamma-ray emission of the selected objects. It also can provide an important contribution to the understanding of the flaring behavior of a few emitters of high energy gamma-rays in a way complementary to X-ray observations. Most relevant, it can provide a series of coincidences and therefore represent an important input to dedicated multi-wavelength follow-up observations, which will assess in more details the phenomenology of the potential sources. In fact – thanks to the existing communication infrastructures of multi-wavelength campaigns – the observation of gamma-ray flares can start a monitoring of the objects at other wavelengths (e.g. X-ray) that would further complement the information that are discussed here.
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Fig. 4. Preliminary alert rate from atmospheric neutrino background for IceCube in its 2009/2010 configuration with 59 deployed strings for an alert threshold for the multiplet significance corresponding to 3σ (upper points) and 5σ (lower points) and a bin size of 2⁰.

Fig. 5. Preliminary discovery probability for a certain number of injected on-source neutrino events for different flare durations for a source at a declination of 26⁰. The discovery probability is defined here as the probability to detect a 5σ deviation with the time-clustering method. This does not contain the probability of the gamma-ray observation.
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Abstract. In the absence of an astrophysical standard candle, IceCube can study the deficit of cosmic rays from the direction of the Moon. The observation of this “Moon shadow” in the downward muon flux is an experimental verification of the absolute pointing accuracy and the angular resolution of the detector with respect to energetic muons passing through. The Moon shadow has been observed in the 40-string configuration of IceCube. This is the first stage of IceCube in which a Moon shadow analysis has been successful. Method, results, and some systematic error studies will be discussed.
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I. INTRODUCTION

IceCube is a kilometer-cube scale Cherenkov detector at the geographical South Pole, designed to search for muons from high-energy neutrino interactions. The arrival directions and energy information of these muons can be used to search for point sources of astrophysical neutrinos, one of the primary goals of IceCube.

The main component of IceCube is an array of optical sensors deployed in the glacial ice at depths between 1450 m and 2450 m. These Digital Optical Modules (DOMs), each containing a 25 cm diameter photomultiplier tube with accompanying electronics within a pressure housing, are lowered into the ice along “strings.” There are currently 59 strings deployed of 86 planned; the data analyzed here were taken in a 40 string configuration, which was in operation between April 2008 and April 2009. There are 13 lunar months of data within that time. In this analysis we present results from 8 lunar months of the 40 string configuration.

For a muon with energy on the order of a TeV, IceCube can reconstruct an arrival direction with 1° accuracy. For down-going directions, the vast majority of the detected muons do not originate from neutrino interactions, but from high energy cosmic rays in the atmosphere. These cosmic ray muons are the dominant background in the search for astrophysical neutrinos. They can also be used to study the performance of our detector. In particular, we can verify the pointing capability by studying the shadow of the Moon in cosmic ray muons.

As the Earth travels through the interstellar medium, the Moon blocks some cosmic rays from reaching the Earth. Thus, when other cosmic rays shower in the Earth’s atmosphere and create muons, there is a relative deficit of muons from the direction of the Moon. IceCube detects these muons, not the primary cosmic rays. Since the position and size of the Moon is so well known, the resulting deficit can be used for detector calibration. The idea of a Moon shadow was first proposed in 1957 [1], and has become an established observation for a number of astroparticle physics experiments; some examples are given in references [2], [3], [4], [5]. Experiments have used the Moon shadow to calibrate detector angular resolution and pointing accuracy [6]. They have also observed the shift of the Moon shadow due to the Earth’s magnetic field [7]. The analysis described here is optimized for a first observation, and does not yet include detailed studies such as describing the shape of the observed deficit. These will be addressed in future studies.

II. METHOD

A. Data and online event selection

Data transfer from the South Pole is limited by the bandwidth of two satellites; thus, not all downgoing muon events can be immediately transmitted. This analysis uses a dedicated online event selection, choosing events with a minimum quality and a reconstructed direction within a window of acceptance around the direction of the Moon. The reconstruction used for the online event selection is a single (i.e., not iterated) log-likelihood fit.

The online event selection is defined as follows, where \( \delta \) denotes the Moon declination:

- The Moon must be at least 15° above the horizon.
- At least 12 DOMs must register each event.
- At least 3 strings must contain hit DOMs.
- The reconstructed direction must be within 10° of the Moon in declination.
- The reconstructed direction must be within 40° / \( \cos(\delta) \) of the Moon in right ascension; the \( \cos(\delta) \) factor corrects for projection effects.

These events are then sent via satellite to the northern hemisphere for further processing, including running the higher-quality 32-iteration log-likelihood reconstruction used in further analysis.

The Moon reached a maximum altitude of 27° above the horizon (\( \delta = -27° \)) in 2008, when viewed from...
the IceCube detector. The trigger rate from cosmic ray muons is more than 1.2 kHz in the 40 string configuration, but most of those muons travel nearly vertically, and thus they cannot have come from directions near the Moon. Only \( \sim 11\% \) of all muons that trigger the detector come from angles less than 30° above the horizon. Furthermore, muons which are closer to horizontal (and thus closer to the Moon) must travel farther before reaching the detector. They need a minimum energy to reach this far (see Fig. 1): the cosmic ray primaries which produce them must have energies of at least 2 TeV.

Three typical months of data are shown in Fig. 2, along with the position of the Moon above the horizon at the South Pole (in degrees, upper curve), plotted versus time over 3 typical months.

![Fig. 1. The energy spectrum of (simulated) CR primaries of muons (or muon bundles) triggering IceCube. Red: all events; blue: primaries with \( \delta > -30° \).](#)

![Fig. 2. The rate of events passing the Moon filter (in Hz, lower curve) averaged hourly, together with the position of the Moon above the horizon at the South Pole (in degrees, upper curve), plotted versus time since 3 September 2008 [days].](#)

### B. Optimization of offline event selection and search bin size

A simulated data sample of \( 10^5 \) downgoing muon events was generated using CORSIKA [8].

A set of cuts was developed using the following estimated relation between the significance \( S \), the efficiency \( \eta \) of events passing the cut, and the resulting median angular resolution \( \Psi_{\text{med}} \) of the sample:

\[
S(\text{cuts}) \propto \frac{\sqrt{\eta_{\text{cuts}}}}{\Psi_{\text{med}}(\text{cuts})}
\]

Since the deficit is based on high statistics of events in the search bin, this function provides a good estimator for optimizing the significance.

The following cuts were chosen:

- At least 6 DOMs are hit with light that hasn’t been scattered in the ice, allowing a -15 nsec to +75 nsec window from some minimal scattering.
- Projected onto the reconstructed track, two of those hits at least 400 meters apart.
- The 1\( \sigma \) estimated error ellipse on the reconstructed direction has a mean radius less than 1.3°.

The cumulative point spread function of the sample after the above quality cuts is shown as the blue line in Fig. 3.

The size \( \Psi_{\text{search}} \) of the search bin is optimized for a maximally significant observation using a similar error based argument and the resulting relation, which follows. Using the cumulative point spread function of the sample after quality cuts, we have:

\[
S(\Psi_{\text{search}}) \propto \frac{\int_0^{\Psi_{\text{search}}} PSF(\psi')d\psi'}{\Psi_{\text{search}}}
\]

Maximizing this significance estimator gives an optimal search bin radius of 0.7°. This analysis uses square bins with an area equal to that of the optimized round bin, with side length 1.25°.

### C. Calculating significance

To show that the data are stable in right ascension \( \alpha \), we show, in Fig. 4, the number of events in the central declination band. The errors shown are \( \sqrt{N} \). The average of all bins excluding the Moon bin is 27747, which is plotted as a line to guide the eye. The Moon bin has 852 events below this simple null estimate. This represents a 5.2\( \sigma \) deficit using \( \sqrt{N} \) errors.
Fig. 4. Number of events per 1.25° square bin, relative to the position of the Moon. The declination of the reconstructed track is within 0.625° bin from the declination of the Moon. The average of all bins except the Moon bin is shown as a red line to guide the eye.

Fig. 5. The significance of deviations in a region centered on the Moon.

Fig. 6. Each of the deviations shown in Fig. 5 is plotted here. The deviations of the central 9 bins are shown in red. The surrounding bins are shown with a black line histogram, and fit with a Gaussian curve.

Although this shows that the data are stable, this error system is vulnerable to variations in small data samples. Although we don’t see such variations here, we considered it prudent to consider an error system which takes into account the size of the background sample.

We used a standard formula from Li and Ma [9] for calculating the significance of a point source:

\[ S = \frac{N_{on} - \alpha N_{off}}{\sqrt{\alpha (N_{on} + N_{off})}} \]  

where \( N_{on} \) is the number of events in the signal sample, \( N_{off} \) is the number of events in the off-source region, and \( \alpha \) is the ratio between observing times on- to off-source.

We take \( \alpha \) instead as the ratio of on- to off-source areas observed, since the times are equal.

The above significance formula is applied to the Moon data sample in the following way. The data are first plotted in the standard Moon-centered equatorial coordinates, correcting for projection effects with a factor of \( \cos(\delta) \). The plot is binned using the 1.25° × 1.25° bin size optimized in the simulation study. Each bin successively is considered as an on-source region. There is a very strong declination dependence in the downgoing muon flux, so variations of the order of the Moon deficit are only detectable in right ascension. Thus, off-source regions are selected within the same zenith band as the on-source region. Twenty off-source bins are used for each calculation: ten to the right and ten to the left of the on-source region, starting at the third bin out from the on-source bin (i.e., skipping two bins in between).

III. RESULTS

For a region of 7 bins or 8.75° in declination \( \delta \) and 23 bins or 28.75° in right ascension \( \alpha \) around the Moon, the significance of the deviation of the count rate in each bin with respect to its off-source region was calculated, as described in section II-C. The result is plotted in Fig. 5. The Moon can be seen as the 5.0σ deficit in the central bin, at \((0, 0)\).

To test the hypothesis that the fluctuations in the background away from the Moon are distributed randomly around 0, we plot them in Fig. 6. The central 9 bins, including the Moon bin, are not included in the Gaussian
fit, but are plotted as the lower, shaded histogram. The width of the Gaussian fit is consistent with 1; therefore, the background is consistent with random fluctuations.

IV. Conclusions and Future Plans

IceCube has observed the shadow of the Moon as a 5.0σ deviation from event counts in nearby regions, using data from 8 of the total 13 lunar months in the data taking period with the 40-string detector setup. From this, we can conclude that IceCube has no systematic pointing error larger than the search bin, 1.25°.

In the future, this analysis will be extended in many ways. First, we will include all data from the 40 string detector configuration. We hope to repeat this analysis using unbinned likelihood methods, and to describe the size, shape, and any offset of the Moon Shadow. We will then use the results of these studies to comment in more detail on the angular resolution of various reconstruction algorithms within IceCube. This analysis is one of the only end-to-end checks of IceCube systematics based only on experimental data.

LG acknowledges the support of a National Defense Science and Engineering Graduate Fellowship from the American Society for Engineering Education.
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Abstract. During the construction of IceCube, the AMANDA neutrino telescope has continued to acquire data and has been surrounded by IceCube strings. Since the year 2007, AMANDA has been fully integrated for data acquisition and joint IceCube/AMANDA events have been recorded. Because of the finer spacing of AMANDA phototubes, the inclusion of AMANDA significantly extends the detection capability of IceCube alone for low energy neutrinos (100 GeV to 10 TeV). We present the results of two analyses performed on the 2007-2008 Icecube (22 string) and AMANDA data. No evidence of high energy neutrino emission was observed; upper limits are reported. In 2008-09, IceCube acquired data in a 40 string configuration together with the last year of operation of AMANDA. Progress on the analysis of this new combined IceCube/AMANDA sample are presented as well. In addition, a novel method to study an extended region surrounding the most active parts of Cygnus with these datasets is described here.
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I. INTRODUCTION

Recent detections by Cherenkov telescopes provide evidence of particle acceleration up to TeV energies in astrophysical sources [1]. The TeV γ-ray emission from these sources could arise from the acceleration of electrons (production of γ-rays via inverse Compton scattering) or the acceleration of hadrons (production of γ-rays through the decay of neutral pions produced in pp/γγ interactions). In the later scenarios, the γ-ray production would be accompanied by the neutrino production since charged pions, like neutral pions, would be generated and decay within the source. The detection of high-energy neutrinos would thus be an unambiguous proof for the acceleration of hadrons in these sources. In particular, galactic TeV γ-ray sources present the bulk of their γ-ray emission at energies lower than a few TeV. The spectrum from these sources is soft with a typical spectral index (|Γ| > 2) and often exhibits an exponential cut-off at a few TeV. Both observations suggest a break in the neutrino spectrum below 100 TeV. Accordingly, the flux from these sources would differ from the standard spectral index of -2 for neutrino sources. Additionally, they represent “low energy” sources (TeV) for IceCube and would be challenging to detect. To enhance the sensitivity to this type of sources, an analysis comprising both the IceCube and the AMANDA detector has been performed. The higher density of optical modules in AMANDA than in IceCube provides a sufficient increase in the number of hits that reconstruction of low energy, neutrino-induced events is possible. This increase in statistics particularly benefits searches for sources with steeply falling spectra (see Sec. III and Sec.IV). A first analysis has been made using the 22 string configuration of IceCube in combination with the AMANDA detector; the results are presented in this proceeding. A new sample of data has been collected with IceCube-40 and AMANDA and is under analysis. We present here the general scheme for this analysis, with particular emphasis on a specific development to enhance the detection sensitivity for extended active regions in the galactic plane.

II. GALACTIC SOURCES : THE γ-ν CONNECTION

Since neutrino and γ-rays are expected to be produced together in hadronic acceleration processes, the neutrino spectrum can be inferred from the observed γ-ray spectrum of the source by a two-step procedure:

1 - The γ-ray spectrum from a source is fitted assuming a pp interaction model obtained using the parametrizations given in [4]. Possible γ-ray absorption is estimated and corrected for before the fit.
2 - With the obtained proton distribution and the target density, the expected neutrino spectrum is estimated.

The Crab Nebula γ-ray energy spectrum has been measured in details by the H.E.S.S. experiment [8]. It is described by a power law with spectral index (Γ) of -2.4 and has a γ-ray energy cutoff at ~14 TeV. Although numerous arguments attribute the γ-ray production from this source to e+/e− acceleration, its status as a standard candle argues for its use as a reference for neutrino astronomy. Moreover, the establishment of sufficiently low upper limits by IceCube on the neutrino emission could bring new constraints on the possible hadron acceleration at this source. Assuming that γ-rays from the Crab Nebula originate from hadronic processes (decay of π0 mesons generated from pp interactions at the source) and that their absorption is negligible, the ν spectrum obtained is:

\[ \Phi = 3 \times 10^{-7} e^{-E/\tau_{\text{TeV}}} (E/\text{GeV})^{-2.4} \text{GeV}^{-1} \text{cm}^{-2} \text{s}^{-1} \]  (1)
In the following, we use this computed spectrum as a reference ("Crab Nebula spectrum") to estimate the sensitivity of analyses to low energy sources.

III. ICECUBE-22/AMANDA: RESULTS

During the two deployment seasons 2003-2004 and 2004-2005 at the South Pole, the data acquisition system (DAQ) of AMANDA was significantly upgraded to provide nearly deadtime-less operation and full digitization of the electronic readout [2]. This was achieved by using Transient Waveform Recorders (TWR). The new DAQ system allowed for the reduction of the multiplicity trigger threshold and, consequently, of the energy threshold to \( \sim 50 \) GeV. By being optimally sensitive to neutrinos under 1 TeV, AMANDA thus complements IceCube well and was integrated into the full IceCube analysis starting in January 2006.

A. Data sample and methods

The IceCube 22-string run represents 276 days taken between May 2007 and April 2008. Within this period, the AMANDA detector was taking jointly with IceCube for 143 days. Nevertheless, since the 2006-07 deployment season, every time the AMANDA detector is triggered, a readout request is sent to the IceCube detector. Events are then merged for processing. The trigger rates are strongly dominated by downgoing, atmospheric muons produced in cosmic ray air showers above the detector. They outnumber atmospheric neutrinos by a factor \( \sim 10^6 \). This background is largely eliminated by limiting the analysis to upgoing muons using a fast reconstruction algorithm which is applied to all of the data. The selected events are then further pared down by applying a cpu-intensive, likelihood-based reconstruction algorithm that accounts for the properties of the ice and then cutting on the fit direction and fit quality parameters. In this analysis, these cuts were optimized to obtain the best discovery potential for a source with a "Crab Nebula" spectrum (Eqn. 1). As low energy events are mainly due to the dominant atmospheric neutrino background, a significantly larger number of events is obtained with this selection than with other IceCube-22 point source searches [12].

In total, 8727 events are selected, of which 3430 are combined IceCube/AMANDA events. Despite the smaller size of AMANDA (1/6 of the volume of IceCube-22) and its shorter livetime (less than 60% wrt. IceCube-22), the contribution of AMANDA to the combined detector sample, particularly at low energies, is clearly visible in the energy distribution simulated atmospheric neutrinos retained at the final event selection in the analysis (Fig. 1). As a consequence, the sensitivity achieved with this approach for a source with a spectrum similar to the one expected for the Crab Nebula (\( \Gamma = -2.4 \); cut-off at 7 TeV) is better than the one achieved with the IceCube only analysis (Fig. 2). Even though, for a harder spectrum (\( \Gamma = -2; \) no cutoff), the standard IceCube only analysis remains better adapted.

---

**Fig. 1.** Event energy distribution for simulated atmospheric neutrinos at the final level of the galactic point source analysis normalized to the livetime of the IceCube 22 strings data taking (276 days) for IceCube only events and to the combined IceCube+AMANDA livetime (143 days) for the AMANDA and combined events.

**Fig. 2.** Sensitivity for a source spectrum with \( \Gamma = -2 \) and a "Crab" spectrum (\( \Gamma = -2.4 \); cut-off at 7 TeV). This analysis (gray) is compared to the standard IceCube only analysis (black).

B. Search on an a priori selected list of point sources

With this dataset, a search for neutrino emission was performed for a list of four, preselected sources: the Crab Nebula, Cas A, SS 433 and LS I +61 303. For three of them, the \( \gamma \)-ray spectrum is known ([8]-[11]), so we optimized the analysis for the expected corresponding neutrino spectrum (for SS 433, which has no measured \( \gamma \)-ray spectrum, the optimisation was made with respect to a test spectrum with a spectral index \( \Gamma = -2.4 \) and a cut-off at 7 TeV). The test-statistic for the analysis is the log likelihood ratio of the signal hypothesis with best fit parameters to the pure background hypothesis. This method is widely used in IceCube [7]. This test-statistic provides an estimate for the significance of a deviation from background (pre-trial p-value) at a position in the sky. The post-trial p-value is then determined by applying the analysis to randomized samples. With this method, the lowest pre-trial p-value (p=0.14) was obtained for the Crab Nebula. This p-value or a lower one can be achieved in 37% of randomized samples. This excess is therefore not significant. The number of
signal events detected and their associated pre-trial p-values are summarized in the table below. Based on the γ-ray observations, the expected neutrino spectral index and possible cut-off energies have been calculated using the method described in Sec. II and are indicated in the same table.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\Gamma_{\nu}$</th>
<th>$\nu$ cut-off</th>
<th>Nb. of signal events</th>
<th>p-value (pre-trial)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crab Nebula</td>
<td>-2.39</td>
<td>7 TeV</td>
<td>3.3</td>
<td>0.14</td>
</tr>
<tr>
<td>Cas A</td>
<td>-2.4</td>
<td>-</td>
<td>-1.9</td>
<td>0.65</td>
</tr>
<tr>
<td>SS433</td>
<td>-</td>
<td>-</td>
<td>-0.9</td>
<td>0.67</td>
</tr>
<tr>
<td>LSH+61 303</td>
<td>-2.8</td>
<td>-</td>
<td>-0.4</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Fig. 4. Galactic plane scan (longitude : 31.5° < l < 214.5°, latitude ; -3° < b < 3°) pretrial significance map for IceCube-22/AMANDA. The strongest excess at l=75.875°, b=2.675° (pre-trial p-value = 0.0037). 95% of randomized datasets yielded a more significant excess.

C. Galactic plane scan

In addition to these sources, we performed an un-binned point source search of the galactic plane in the nominal field of view of IceCube (longitude : 31.5° < l < 214.5°, latitude ; -3° < b < 3°). The result of this search is shown Fig. 4. The most significant deviation from background observed in this galactic plane un-biased search is seen at l=75.875°, b=2.675° in galactic coordinates. The pre-trial p-value at this location is 0.0037. For 95% of the randomized datasets (reproducing a pure background hypothesis) an equal or lower probability is found and thus the observed excess is not significant.

IV. ICECUBE-40/AMANDA: EXPECTATIONS

A. Data sample

For the dataset acquired between April 17, 2008 and February 2nd 2009 with the IceCube 40 strings configuration, the total livetime of the IceCube was 268.7 days, and the AMANDA sub-detector performed much better than for the 2007/8 season with a total livetime of 240 days on the same period, corresponding to almost 90% of the IceCube livetime. As a consequence, even with the doubling of the size of IceCube, the relative number of combined IceCube-40/AMANDA events compared to the IceCube-40 only events remain comparable to the ratios obtained with the IceCube-22/AMANDA dataset. The data is still under processing for the selection of neutrino candidates and final exploitation will be made in the near future. Beyond replicating the galactic plane scan and the search for the same list of a priori selected sources with these new data, we will search for multiple unresolved sources in the Cygnus region applying a new analysis strategy.

B. Extended sources: Multi-Point Source analysis

A particular interest is given to active regions of the galactic plane, where several accelerators might contribute to a possible neutrino signal. The Cygnus region is a very active star-forming region located at
galactic longitude $65^\circ < 1 < 85^\circ$. Recently, the Milagro collaboration measured both a diffuse TeV $\gamma$-ray emission and a bright, extended TeV source [5]. These observations suggest the presence of cosmic rays sources which accelerate hadrons that subsequently interact with the local, dense interstellar medium to produce $\gamma$-rays and possibly neutrinos through pion decay. Estimates of the neutrino emission from the zone of diffuse $\gamma$-ray emission are reported in [6].

The current point source search method is optimized for resolvable sources. However, to study extended regions like the Cygnus region, this method is not optimal. A better analysis for these cases takes advantage of the possibility of clustering of neutrino events in the totality of the region to improve the detection probability. In this multi-point source (MPS) analysis, we construct a two-point correlation function in which each neutrino candidate that pointed inside the region of study is paired with all other neutrino candidates. A test statistic is then obtained from the number of “close” pairs for which the angular separation is at most 2 degrees, the bin size for achieving the best signal to noise ratio (for IceCube-22/AMANDA data). An excess in the number of these close pairs would indicate an emission from astrophysical sources in the chosen region. This method is sensitive not only to clustered signal that would come from a single source, but also would take advantage of the presence of a diffuse signal.

To illustrate the potential of this method, we give an example of its performance for the IceCube-22/AMANDA configuration. Using the point-spread function obtained from the data (median value: 1.5°), we inserted simulated neutrino events from three possible sources in the IceCube-22/AMANDA dataset. Each simulated source yielded eight events in the detector and was positioned randomly within a region of $11^\circ \times 7^\circ$ centered around Cygnus. Fig. 5 shows the histogram of event pairs for the signal case divided by the average histogram of random cases. The first bin thus corresponds to the excess of “close pairs”. In order to evaluate the significance associated with this excess, the number of close pairs in $10^7$ scrambled sky maps is used. The excess obtained in this example has a p-value of $3 \times 10^{-7}$, corresponding to a $5\sigma$ detection. For the same configuration, the standard point source analysis [12] is less sensitive as it would require 11 events from each of the sources to reach a detection at the $5\sigma$ level (instead of just 8). This analysis will be applied to the unblinded data for IceCube-22/AMANDA and IceCube-40/AMANDA in the near future. For IceCube-22/AMANDA, we will use a region surrounding the most active sources observed by Milagro on Cygnus to define our primaries ($72^\circ < 1 < 83^\circ; -3^\circ < b < 4^\circ$).

V. CONCLUSION AND OUTLOOK

Numerous galactic sources observed with $\gamma$-rays present a soft spectrum and possibly a cut off at an energy $E < 100$ TeV. Under the hypothesis that acceleration of hadrons explains the $\gamma$-ray emission, the associated neutrino spectrum should exhibit a similar cut-off. The merging of the AMANDA and IceCube detector offers an enhancement in sensitivity for the search for these sources. The results of the IceCube-22/AMANDA configuration show no significant excess either for a systematic galactic plane scan on the parts visible for IceCube or for a list of $a priori$ selected sources. The data acquired with the IceCube-40/AMANDA configuration are under study and an additional analysis allowing the investigation of the extended Cygnus region will be added. The AMANDA detector, which was shut down on May 15, 2009 as part of the startup of the physics run for the IceCube 59-string configuration detector, paved the road for the development of a nested, higher granularity detector array within IceCube. A new detector array of this type, called “IceCube DeepCore”, is under construction [13]. It will consist of at least six strings instrumenting the deep ice (below 2100m) deployed in the center of IceCube and will be completed during the 2009-2010 deployment season.
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Abstract. The multipole analysis investigates the arrival directions of registered neutrino events in AMANDA-II by a spherical harmonics expansion. The expansion of the expected atmospheric neutrino distribution returns a characteristic set of expansion coefficients. This characteristic spectrum of expansion coefficients can be compared with the expansion coefficients of the experimental data. As atmospheric neutrinos are the dominant background of the search for extraterrestrial neutrinos, the agreement of experimental data and the atmospheric prediction can give evidence for physical neutrino sources or systematic uncertainties of the detector. Astrophysical neutrino signals were simulated and it was shown that they influence the expansion coefficients in a characteristic way. Those simulations are used to analyze deviations between experimental data and Monte Carlo simulations with regard to potential physical reasons. The analysis method was applied on the AMANDA-II neutrino sample measured between 2000 and 2006 and results are presented.
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I. INTRODUCTION

The AMANDA-II neutrino detector located at South Pole was constructed to search for astrophysical neutrinos. These neutrinos could originate from many different Galactic and extragalactic candidate source types such as Active Galactic Nuclei (AGN), supernova remnants and microquasars. The detection of neutrinos is based on the observation of Cherenkov light emitted by secondary muons produced in charged current neutrino interactions. This light is observed by photomultipliers deployed in the Antarctic ice. Their signals are used to reconstruct the direction and the energy of the primary neutrino.

AMANDA-II took data between 2000 and 2006. The background of atmospheric muons is reduced by selecting only upward-going tracks in the detector, as only neutrinos are able to enter the detector from below. This restricts the field of view to the northern hemisphere.

The data is filtered and processed to reject misreconstructed downward-going muon tracks [1]. The final data sample contains 6144 neutrino induced events between a declination of 0° and +90° with a purity of > 95% away from the horizon.

II. ANALYSIS PRINCIPLE

The idea of this analysis is to search for deviations of the measured AMANDA-II neutrino sky map from the expected event distribution for atmospheric neutrinos, which constitute the main part of the data sample [2]. A method to study such anisotropies is a multipole analysis, which was also used to quantify the Cosmic Microwave Background fluctuations. The analysis is based on the decomposition of an event distribution \( f(\theta, \phi) = \sum_{m=1}^{N_{\text{events}}} \delta(\cos \theta - \cos \theta_i) \delta(\phi - \phi_i) \) into spherical harmonics \( Y_{lm}(\theta, \phi) \), where \( \theta \) and \( \phi \) are the zenith and azimuth of the spherical analysis coordinate system. The expansion coefficients are

\[
a_l^m = \int_0^{2\pi} d\phi \int_{-1}^1 d\cos \theta f(\theta, \phi) Y_{lm}^*(\theta, \phi). \tag{1}
\]

They provide information about the angular structure of the event distribution \( f(\theta, \phi) \). The index \( l \) corresponds to the scale of the angular structure \( \delta \approx \frac{180°}{l} \) while \( m \) gives the orientation on the sphere. The expansion coefficients with \( m = 0 \) depend only on the structure in the zenith direction of the analysis coordinate system. Averaging over the orientation dependent \( a_l^m \) yields the multipole moments

\[
C_l = \frac{1}{2l+1} \sum_{m=-l}^{l} |a_l^m|^2. \tag{2}
\]

They form an angular power spectrum characteristic for different input neutrino event distributions.

The initial point of this analysis is the angular power spectrum of only atmospheric neutrino events. Therefore, neutrino sky maps containing 6144 atmospheric neutrino events according to the Bartol atmospheric neutrino flux model [3] are simulated and numerically decomposed with the software package GLESP [4]. Statistical fluctuations are considered by averaging over 1000 random sky maps, resulting in a mean \( \langle C_l \rangle \) and a statistical spread \( \sigma_{C_l} \) of each multipole moment.

The same procedure is applied to simulated sky maps containing atmospheric and different amounts of signal neutrinos with a total event number of likewise 6144 events. The influence of the signal neutrinos on the angular power spectrum is studied in terms of the pulls

\[
d_l = \frac{\langle C_l \rangle - \langle C_l, \text{atms} \rangle}{\sigma_{C_l, \text{atms}}} \tag{3}
\]
III. Signal Simulation

The different models for candidate neutrino sources investigated in this analysis are:

1) Isotropically distributed point sources
2) A diffuse flux from FR-II galaxies and blazars [5]
3) AGN registered in the Véron-Cetty and Véron (VCV) catalog [6]
4) Galactic point sources such as supernova remnants or microquasars
5) Cosmic rays interacting in the Galactic plane.

All simulated pointlike neutrino sources are characterized by a Poissonian distributed source strength with mean $\mu$ and an energy spectrum $E_{\nu}^{-\gamma}$. The relative angular detector acceptance depends on the neutrino energy and therefore on the spectral index of the simulated neutrino source. Signal neutrinos are simulated according to this acceptance considering systematic fluctuations. The total number of signal neutrinos in a sky map of the northern hemisphere with $N_{\text{sources}}$ simulated sources on the full-sky is therefore given by $\sim 0.5 \cdot \mu \cdot N_{\text{sources}}$. Additionally the angular resolution is taken into account. It dominates over the uncertainty between the neutrino and muon direction.

The spectral index of pointlike sources is varied between $1.5 \leq \gamma \leq 2.3$. As the spectral index of atmospheric neutrinos is close to 3.7, signal and background neutrinos undergo different angular detector acceptances. Thus, additionally to the clustering of events around the source directions also the shape of the total angular event distribution is used to identify a signature of signal neutrinos in the angular power spectrum [7].

Neutrinos from our Galaxy disturb the atmospheric event distribution by their bunching within the Galactic plane modeled by a Gaussian band along the Galactic equator. Neutrinos produced in cosmic ray interactions with the interstellar medium of our Galaxy are assumed to follow the $E^{-2.7}$ primary energy spectrum.

A further topic (model 6) that can be studied with a multipole analysis are neutrino oscillations. The survival probability of atmospheric muon neutrinos depends on the neutrino energy and the traveling length of the neutrino as well as the mixing angle $\theta_{23}$ and the squared mass difference $\Delta m^{2}_{23}$. The traveling length can be expressed by the Earth’s radius and the zenith angle of the neutrino direction [7]. Thus, the neutrino oscillations disturb the angular event distribution of atmospheric neutrinos. With the assumption of $\sin^{2} (2\theta_{23}) \approx 1$ the squared mass difference remains for investigation. Due to the relatively high energy threshold of 50 GeV the effect is small.

IV. Evaluation of the Power Spectra

The deviations from a pure atmospheric angular power spectrum caused by signal neutrinos are studied by the pulls. These pulls are exemplarily shown in Fig. 1a for the model of isotropic point sources. The behaviour of the pulls is characteristic for each signal model. Different multipole moments carry different sensitivity to the neutrino signal. The absolute value of the pull increases linearly with the amount of signal neutrinos in the sky maps. Each pull has a predefined sign.

The deviation of a particular sky map with multipole moments $C_{l}$ from the pure atmospheric expectation $\langle C_{l, \text{atmos}} \rangle$ is quantified by a significance indicator $D^{2}$ defined as

$$D^{2} = \frac{1}{l_{\max}} \sum_{l=1}^{l_{\max}} \text{sgn}_{l} \cdot w_{l} \cdot \frac{C_{l} - \langle C_{l, \text{atmos}} \rangle}{\sigma_{C_{l, \text{atmos}}}},$$

where $l_{\max}$ determines the considered multipole moments. The term in brackets is the pull between the

---

Fig. 1. (a): Pull plot for the multipole moments $C_{l}$ of the isotropic point source model. Sources are simulated with a mean source strength $\mu = 5$ and an $E_{\nu}^{-\gamma}$ energy spectrum. The number of sources $N_{\text{sources}}$ on the full sphere is varied. The corresponding number of signal neutrinos on the northern hemisphere is given in brackets. The errors bars are hidden by the marker symbols. (b): Pull plot for the expansion coefficients $a_{l}$ of the cosmic ray interaction model with the Galactic plane in Galactic coordinates. The fraction of neutrinos in the sky map originating from the Galactic plane is varied. The corresponding number of signal neutrinos is given in brackets. The errors bars are hidden by the marker symbols.
particular sky map and the mean of the atmospheric expectation as defined in Eq. 3. The factors
\[ w_l = \frac{\langle C_l \rangle - \langle C_{l, \text{atmos}} \rangle}{\sqrt{\sigma^2 C_l + \sigma^2 C_{l, \text{atmos}}}} \]  
(5)
define to weight the pulls according to their expected sensitivity to the signal. For each neutrino signal
model one dedicated set of weights \( w_l \) is determined. Due to the linear increase of the pulls with the signal strength the strength chosen to calculate \( w_l \) is arbitrary.

The weight factors \( w_l \) carry the expected sign of the pulls. \( \text{sgn} \) is the sign of the measured pull. Thus, the
\( D^2 \) calculated for the particular sky map is increased if the observed deviation has the direction expected for the signal model and reduced otherwise.

Due to the weighting of the pulls, the sensitivity becomes stable for high \( l_{\text{max}} \). A choice of \( l_{\text{max}} = 100 \) is sufficient to provide best sensitivity to all investigated signal models.

The \( D^2 \) of a sky map is interpreted physically by the use of confidence belts. Therefore, 1000 sky maps for every signal strength within a certain range are simulated and the \( D^2 \)-value for each sky map is calculated separately to obtain the \( D^2 \) distributions. The calculation of the average upper limit at 90\% confidence level assuming zero-signal is used to estimate the sensitivity of the analysis to different astrophysical models apriori.

As the multipole analysis is applied to a wide range of astrophysical topics, the trial factor of the analysis becomes important. The trial factor raises with each new set of weights used to evaluate the experimental data. For this reason, models with almost similar weights are combined to a common set of weights and only six sets are remaining.

If the signal signatures show up only in the zenith direction of the analysis coordinate system the expansion coefficients \( a_{l0} \) are more sensitive than the multipole moments \( C_l \). The reason is, that the expansion coefficients with \( m = 0 \) are independent from the azimuth \( \phi \) and contain the pure information about the zenith direction \( \theta \). A signal only depending on \( \theta \) causes only statistical fluctuations but no physical information in the other expansion coefficients. Therefore, the signal has only power in the \( a_{l0} \). The analysis method stays exactly the same in these cases, except that all \( C_l \) are replaced by the \( a_{l0} \). This is related to the models of neutrinos from the Galactic plane and from sources of the VCV catalog, which show north-south-symmetries of the neutrino signals in Galactic and supergalactic coordinates, respectively. Unlike the multipole moments \( C_l \), the \( a_{l0} \) do not average over different orientations. Therefore, the analysis of the \( a_{l0} \) strongly depends on the used coordinate system. An example for pulls of \( a_{l0} \) for the model of a diffuse neutrino flux from the Galactic plane is shown in fig. 1b. The characteristic periodic behavior of the pulls is explained by the symmetry properties of the spherical harmonics.

**V. Experimental Results**

The experimental data is analyzed in two steps. First, the experimental data is tested for its compatibility with the pure atmospheric neutrino hypothesis. Secondly, the experimental pulls are compared with the expectations for the different investigated neutrino models.

The pulls of the experimental data are shown for the multipole moments \( C_l \) in Fig. 2 and for the expansion coefficients \( a_{l0} \) in Galactic coordinates in Fig. 3. To compare the measured data with the expected event distribution, a \( D^2 \) is calculated for the multipole moments \( C_l \) and the expansion coefficients \( a_{l0} \) for transformations into equatorial, Galactic and supergalactic coordinates separately. As no signal model is tested \( \text{sgn}_l = w_l = 1 \) is assumed. A comparison with the corresponding \( D^2 \) distributions results in the \( p \)-values giving the probability to obtain a \( D^2 \) which is at least as extreme as the measured one assuming that the pure atmospheric neutrino hypothesis is true (Table 1).
The statistical consistency of $C_l$ and $a_l^n$ in equatorial coordinates with the atmospheric expectation is marginal. Rotating to inclined coordinate systems, e.g., Galactic and supergalactic, the consistency improves. The deviation from the pure atmospheric expectation is not compatible with any of the signal models (see Fig. 2, 3 for examples). The discrepancy may be attributed to uncertainties in the theoretical description of the atmospheric neutrino distribution, or to a contribution of unsimulated background of down-going muons mis-reconstructed as up-going, or to the modeling of properties of the AMANDA detector.

The signal models are tested by calculating the $D^2$-values of the experimental data using the corresponding sign and weight factors. As the observed deviations do not fit any of the investigated signal models the physical model parameters are constrained. Due to the observed systematic effects affecting mainly the multipole moments $C_l$ and the equatorial expansion coefficients $a_l^n$ no limits on the models analyzed in the corresponding coordinate systems (models 1, 2 and 6) are derived. The other models are less affected. The limits given below do not include these systematic effects.

A limit on the source strength assuming the VCV source distribution (model 3) is calculated for those sources closer than 100 Mpc to the Earth. In this model all sources are expected to have the same strength and energy spectrum. For a typical spectral index of $\gamma = 2$ the average source flux is limited by the experimental data to a differential source flux of $d\Phi/dE \cdot E^2 \leq 1.6 \cdot 10^{-10} \text{GeV cm}^{-2} \text{s}^{-1} \text{sr}^{-1}$ in the energy range between 1.6 TeV and 1.7 PeV.

For the random Galactic sources (model 4), the number of sources is constrained assuming the same source strength and energy spectrum for all sources as well. For a spectral index of $\gamma = 2$, the limit on the number of sources is set by AMANDA to $N_{\text{sources}} \leq 39$ assuming a source strength of $d\Phi/dE \cdot E^2 \leq 10^{-8} \text{GeV cm}^{-2} \text{s}^{-1} \text{sr}^{-1}$ or $N_{\text{sources}} \leq 4300$ for sources with $d\Phi/dE \cdot E^2 \leq 10^{-10} \text{GeV cm}^{-2} \text{s}^{-1} \text{sr}^{-1}$. For source fluxes in between the limit can be approximated by assuming linearity between $N_{\text{sources}}$ and $\log(d\Phi/dE \cdot E^2)$.

The differential flux limit obtained from the experimental data on the diffuse neutrino flux from cosmic ray interactions in the Galactic plane (model 5) is $d\Phi/dE \cdot E^{2.7} \leq 3.2 \cdot 10^{-4} \text{GeV}^{1.7} \text{cm}^{-2} \text{s}^{-1} \text{sr}^{-1}$. This flux limit is shown in Fig. 4 together with the results of two other AMANDA analyses and two theoretical flux predictions. The seven year multipole analysis provides currently the best limit. However, it is still not in reach of the theoretical predictions.

### Table I

<table>
<thead>
<tr>
<th>Observable</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_l$</td>
<td>0.02</td>
</tr>
<tr>
<td>$a_l^n$, Equatorial</td>
<td>0.02</td>
</tr>
<tr>
<td>$a_l^n$, Galactic</td>
<td>0.15</td>
</tr>
<tr>
<td>$a_l^n$, Supergalactic</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Fig. 4. Limit of the 7yr multipole analysis on the diffuse neutrino flux from cosmic ray interactions in the Galactic plane in dependence of the valid energy range. The limit is compared with two other analyses [2], [8] and two theoretical predictions [9], [10].

### VI. Conclusion

It is shown that the multipole analysis is sensitive to a wide range of physical topics. Its area of application is in particular the field of many weak sources in transition to diffuse fluxes. With the statistics of seven years of AMANDA data and improvements of the analysis technique the method is now restricted by systematic uncertainties in the atmospheric neutrino zenith distribution of the order of a few percent. Transforming to coordinate systems less affected by the equatorial zenith angle such as the Galactic and supergalactic system physical conclusions are still possible. A compatibility of the measurement with the background expectation of atmospheric neutrinos is observed. Current efforts to better understand the observed systematics would allow an application of the multipole analysis on future high statistic IceCube data.
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Abstract. The IceCube detector, as configured during its operation in 2007, consisted of 22 deployed cables, each equipped with 60 optical sensors, has been the biggest neutrino detector operating during the year 2007, superseded only by its later configurations. A high quality sample of more than 8500 atmospheric neutrinos was extracted from this single year of operation and used for the measurement of the atmospheric muon neutrino energy spectrum from 100 GeV to 500 TeV discussed here. Several statistical techniques were used in an attempt to search for deviation of the neutrino flux from that of conventional atmospheric neutrino models.
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I. INTRODUCTION

Most of the events recorded by the IceCube detector constitute the background of atmospheric muons that are produced in air showers. Once this background is removed the majority of events that remain are atmospheric neutrino events, i.e., (mostly) muons created by atmospheric neutrinos. Although much smaller, this also constitutes background for the majority of research topics in IceCube (e.g., extra-terrestrial neutrino flux searches), except one: the atmospheric neutrino study. As part of this study we verify that the atmospheric neutrinos observed by IceCube are consistent with previous measurements at lower energies, and agree with the theoretical extrapolations at higher energies. Since much uncertainty remains in the description of the higher energy atmospheric neutrinos, this study could provide interesting constraints on (not yet observed) charm contribution to the atmospheric neutrino production. Since such charm contribution may affect the flux of atmospheric neutrinos in a way similar to extra-terrestrial diffuse contributions, we attempt to look for both simultaneously in a single likelihood approach.

II. EVENT SELECTION

Events in IceCube are normally formed by the DAQ by combining all hits satisfying the simple majority trigger. The simple majority trigger is defined to combine all hits, which belong to one or more hit sets of at least \( n \) different-channel hits within \( w \) ns of each other. Typically \( n = 8 \) or more hits are required to be within \( w = 5 \) us of each other to satisfy this trigger.

For this analysis the new machine learning method (SBM) described in [1] was employed. The quality parameters used with the event selection method of this paper include and build upon those discussed previously in [2]. Unfortunately the size limit of this proceeding precludes us from discussing all of the event selection quality parameters and techniques; instead we describe one new technique in detail below.

Fig. 1. View of the IceCube 22 string configuration, as used in the run of 2007. The size of the circle and color indicate the relative string weight, used to compute several quality parameters, such as the size of the veto region for contained events, or the total weight, which, much like the number of hit strings, gauges the size of an event and its importance for the analysis.
An alternative approach to recognize coincident events by reconstructing them with double-muon hypothesis was tried in a separate effort. In the present work however it is believed that the topological trigger offers several crucial advantages:

- if both hits are on the same string they should not be separated by more than 30 optical sensors
- the strings of both hits must be within 500 meters of each other
- the $\delta t - \delta r/c$ must be less than 1000 ns.

At least 4 topologically-connected hits within 4 us are required to form a topological triggered set, which is then passed through the simple majority trigger. Just like in the simple majority trigger, the hits not directly connected to each other can belong to the same event if they form topologically-connected sets satisfying the multiplicity condition with at least one and the same hit belonging to both sets.

The required distance between the strings (500 meters) was left intentionally high to allow easy scaling of the present analysis to higher-string IceCube detector configurations. Still, the rate of unrelated coincident events is much reduced via the use of the topological trigger. More importantly, the fraction of such events after the topological trigger stays at the same low level as the detector grows.

An alternative approach to recognize coincident events by reconstructing them with double-muon hypothesis was tried in a separate effort. In the present work however it is believed that the topological trigger offers several crucial advantages:

- the separation of coincident events is performed at the hit selection level
- the method is faster as it does not require complicated dual-muon fits
- not only 2 but also 3 and more coincident events can be separated
- all of these are kept for the analysis (in the alternative approach coincident events are thrown out)
- noise hits are cleaned very efficiently
- the rate of unresolved coincident events and coincident noise hits is kept at the same low level as the detector grows.

The event selection resulted in 8548 events found in 275.5 days of data of IceCube (see the 22-string configuration of spectrum deviations that were studied;
also errors estimated from half-width of the likelihood function were reasonable when compared to the spread of unfolded results in a large pool of simulated data sets (see Figures 4 and 5).

It is possible to study the effect of small charm and $E^{-2}$ isotropic diffuse contributions (as the two commonly studied deviations from the conventional neutrino flux models). Injecting known amounts of such contributions into the simulated event sets one computes the 90% confidence belt as in [8], [9], [10] (shown in Figure 6 for statistical weight of events in one of the bins of the unfolded distribution). The following table summarizes the average upper limits for diffuse and RQPM (optimistic) charm models (using conventional neutrino flux description as in [11]):

<table>
<thead>
<tr>
<th>flux</th>
<th>bin 8</th>
<th>bin 9</th>
<th>bin 10</th>
<th>bin 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>energies, TeV</td>
<td>4.64−100−</td>
<td>215−10−215</td>
<td>1−10−10 PeV</td>
<td></td>
</tr>
<tr>
<td>$E^{-2}$, $10^{-8}$</td>
<td>5.48</td>
<td>3.00</td>
<td>3.00</td>
<td>4.06</td>
</tr>
<tr>
<td>RQPM (opt)</td>
<td>0.74</td>
<td>0.90</td>
<td>1.34</td>
<td>2.44</td>
</tr>
</tbody>
</table>

**IV. LIKELIHOOD MODEL TESTING**

The likelihood model testing approach is well-suited to testing the data for specific deviations from the conventional flux model. This approach is based on the likelihood ordering principle of [8] and is easy employ when several deviations are tested for simultaneously [12]. This has recently been used in the analysis of the AMANDA data [13] and is also used in a similar study presented in [14].

As an example, Figure 7 demonstrates the ability to measure the deviation of the conventional flux in overall normalization and spectral index (with 8548 neutrino events in the absence of systematical errors). Figure 8 demonstrates the ability to discern simultaneous charm and diffuse $E^{-2}$ contributions (assuming that the precise
normalization and spectral index of the conventional neutrino flux (allowing them to vary freely).

The corresponding best average upper limit (sensitivity, with a cut of 224 TeV on the reconstructed muon energy. The expected signal events for a given flux) computed from cumulative counts above given $E_{m}$ is achieved.

We present a selection of 8548 muon neutrino events (with $\sim<10\%$ estimated contamination from the mis-reconstructed air shower muon events) in 275.5 days of IceCube-22 data. An unfolding technique is selected and used to compute the average upper limit on diffuse and charm contributions. We found that the likelihood model testing and the model rejection factor methods both achieve (not surprisingly) somewhat better sensitivities.

Since the study of systematic errors is (at the time of writing of this report) not yet completed, the average upper limits presented here do not contain systematic error effects, and the actual upper limits (or the unfolded spectrum) computed from the data are not yet shown.

V. MODEL REJECTION FACTOR

This is a method that optimizes the placement of a cut on the energy observable to maximize sensitivity to an interesting flux contribution, discussed in [15]. The model rejection factor (ratio of $\frac{\text{diffuse}}{\text{charm}}$ to number of expected signal events for a given flux) computed from curves shown in Figure 10 achieves its optimal value with a cut of 224 TeV on the reconstructed muon energy. The corresponding best average upper limit (sensitivity, not including systematics) of $2.14 \times 10^{-8}$ is achieved.

VI. CONCLUSIONS

We present a selection of 8548 muon neutrino events (with $\sim<10\%$ estimated contamination from the mis-reconstructed air shower muon events) in 275.5 days of IceCube-22 data. An unfolding technique is selected and used to compute the average upper limit on diffuse and charm contributions. We found that the likelihood model testing and the model rejection factor methods both achieve (not surprisingly) somewhat better sensitivities.

Since the study of systematic errors is (at the time of writing of this report) not yet completed, the average upper limits presented here do not contain systematic error effects, and the actual upper limits (or the unfolded spectrum) computed from the data are not yet shown.
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Abstract. IceCube’s lowest energy threshold for the detection of track like events (muon neutrinos) is realized in vertical events, due to IceCube’s geometry. For this specific class of events, IceCube may be able to observe muon neutrinos with energies below 100 GeV at a statistically significant rate. For these vertically up-going atmospheric neutrinos, which travel a baseline length of the diameter of the Earth, oscillation effects are expected to become significant. We discuss the prospects of observing atmospheric neutrino oscillations and sensitivity to oscillation parameters based on a muon neutrino disappearance measurement performed on IceCube data with vertically up-going track-like events. We further discuss future prospects of this measurement and the impact of an IceCube string trigger configuration that has been active since 2008 and was specifically designed for the detection of these events. Keywords: Neutrino Oscillations IceCube

1. INTRODUCTION

The IceCube Neutrino Telescope is currently under construction at the South Pole and is about three quarters completed [1]. Upon completion in 2011, it will instrument a volume of approximately one cubic kilometer utilizing 86 strings, each of which will contain 60 Digital Optical Modules (DOMs). In total, 80 of these strings will be arranged in a hexagonal pattern with an inter-string spacing of about 125 m, and 17 m vertical separation between DOMs at a depth between 1450 m and 2450 m. Complementing this 80 string baseline design will be a deep and dense sub-array named DeepCore [2]. For this sub-array, six additional strings will be deployed in the center, in between the regular strings, resulting in an inter-string-spacing of 72 m. DeepCore will be densely instrumented in the deep ice below 2100 m, with a vertical sensor spacing of 7 m. This array is specifically designed for the detection and reconstruction of sub-TeV neutrinos. Further, the deep ice provides better optical properties and the usage of high quantum efficiency photomultiplier tubes will enable us to study neutrinos in the energy range of a few tens of GeV. This makes DeepCore an ideal detector for the study of atmospheric neutrino oscillations [2].

In this paper we present an atmospheric neutrino oscillation analysis in progress on data collected with the IceCube 22-string detector during 2007 and 2008. This is an update on a previous report [4], with a larger, more complete background simulation and hence re-optimized selection criteria. An alternative background estimation using the data itself is also discussed.

The goal of this analysis is to measure muon neutrino ($\nu_\mu$) disappearance as a function of energy for a constant baseline length of the diameter of the Earth by studying vertically up-going $\nu_\mu$. Disappearance effects are expected to become sizable at neutrino energies below 100 GeV in these vertical events. This energy range is normally hard to access with IceCube. However, due to IceCube’s vertical geometry, low noise rate, and low trigger threshold the observation of neutrino oscillations through $\nu_\mu$ disappearance seems feasible. Atmospheric neutrino oscillations have, as of today, not been observed with AMANDA or IceCube.

Based on preliminary selection criteria, we show that IceCube has the potential to detect low-energy vertical up-going $\nu_\mu$ events and we estimate the sensitivity to oscillation parameters.

II. ATMOSPHERIC NEUTRINO OSCILLATIONS

Collisions of primary cosmic rays with nuclei in the upper atmosphere produce a steady stream of muon neutrinos from decays of secondaries (\pi\pm, K\pm). These atmospheric neutrinos follow a steeply falling energy spectrum of index $\gamma \approx 3.7$.

In IceCube these muon neutrinos can be identified through the observation of Cherenkov light from muons produced in charged-current interactions of the neutrinos with the Antarctic ice or the bedrock below. The main difficulty in identifying these events stems from a large down-going high energy atmospheric muon flux, that could produce detector signatures consistent with those produced by up-going muons. These events are the background to this analysis.

Fig. 1. Muon neutrino survival probability under the assumption of effective 2-flavor neutrino oscillations $\nu_\mu \leftrightarrow \nu_\tau$ as function of energy for vertically traversing neutrinos.
Vertically up-going atmospheric neutrinos travel a distance of Earth diameter, which corresponds to a baseline length \( L \) of 12,715 km. The survival probability for these muon neutrinos can be approximated using the two-flavor neutrino oscillation case and is shown in Figure 1 for maximal mixing and a \( \Delta m^2 \) consistent with Super-Kamiokande [6] and MINOS [7] measurements. It illustrates the disappearance effect (large below energies of 100 GeV) we intend to observe.

III. OSCILLATION ANALYSIS

To probe oscillation effects, our selection criteria need to be optimized towards the selection of low-energy vertical muon events. The selection should also retain some events at higher energies (with no oscillation effects), that could be used to verify the overall normalization. Low energy vertical up-going muons in IceCube predominantly result in registered signals ("hits") on a single string. The muon propagates very closely to one string, such that the Cherenkov light can be sampled well from even low-energy events. The probability of observing hits on a second string is very small due to the large interstring distance of 125 m, and is further suppressed through a local trigger condition known as HLC (Hard Local Coincidence). The HLC condition requires that a DOM only registers a hit if a (nearest or next-to-nearest) neighbor also registers a hit within 1 \( \mu s \). IceCube was operational in this mode for the 22 and 40-string data.

Given the nature of the signal events, the oscillation analysis can be performed very similarly on the different IceCube string configurations. To verify our understanding of the detector, we perform this analysis in steps. First, we use a subset of the 22-string configuration to develop and optimize the selection criteria, then cross check them on the full 22-string dataset and perform the analysis on the IceCube datasets acquired following the 22-string configuration.

The IceCube 22-string configuration operated between May 31, 2007 and April 5, 2008. In this initial study, we analyze only a small subset of the data acquired over this period with a total livetime of 12,85 days, using randomly distributed data segments of up to 8 hour length collected during the period of 22-string operations. The dataset was triggered with the multiplicity eight DOM trigger and then preselected by a specific analysis filter running at the South Pole, selecting short track-like single string events. The filter requires after removal of potential noise hits, that all hits occur on a single string and that the time difference between the earliest and latest hit be less than 1000 ns. To partially veto down-going muon background it requires no hits in the top 3 DOMs. Further, the hit time difference between at least two adjacent DOMs must be consistent with the speed of light within 25% tolerance, and the first DOM hit in time needs to be near the bottom or top within the series of DOMs hit on the single string. All filter selection criteria are designed to be directionally independent, so that vertical up-going events are collected as well as vertical down-going. The described analysis only uses the up-going sample collected by this filter. The down-going sample could be used in the future for flux normalization purposes, if we succeed in extracting a pure atmospheric neutrino sample against the large down-going atmospheric muon flux [3].

To isolate our signal sample of vertical up-going \( \nu_\mu \) events we apply a series of consecutive selection criteria. We require that the majority of time differences between adjacent DOMs are consistent with unscattered Cherenkov radiation (direct light) off a vertically up-going muon (L4). In addition, a maximum likelihood fit is applied requiring the muon to be reconstructed as up-going (L5). After these selection criteria, the dataset is still dominated by down-going muon background mimicking up-going events. This background is estimated using two CORSIKA [8] samples: one with an energy spectrum according to the Hörandel polygonato model [5] and a second over-sampling at the high energy range. Simulations agree well with data in shape, but the normalization is found to be slightly high. Based on background and signal simulations (atmospheric \( \nu_\mu \) were generated with ANIS [9]) we define a set of tight selection criteria (that do not correlate strongly) and show good signal and background separation. These selection criteria are as follows: Event time length greater than 400 ns (L6), mean charge per optical sensor larger than 1.5 photo-electrons (pe), total charge collected during the first 500 ns larger than 12 pe (L7), and an inner string condition (the trigger string completely surrounded by neighboring strings) (L8). The tight selection criteria were independently optimized at level 5 in order to have high statistics and smoother distributions which would not be available at higher selection levels. Thereafter, we reject all events in the available background CORSIKA sample corresponding to an equivalent detector livetime of at least two days, taking into account the oversampling. Using a conservative approach with two days of livetime equivalent we can set a 90% C.L. upper limit on the possible background contamination in the data sample of 14.8 events, in 12.85 days of livetime. In this sample we further expect \( 2.13 \pm 0.07 \) (1.68 \pm 0.06) signal events (with oscillation effects taken into account) from atmospheric neutrinos. See Table I for event counts as function of the selection criteria. Figure 2 shows the track length distribution after final selection criteria. The track length serves as an energy estimator working well at the energy range of interest since a muon travels roughly 5 m/GeV. As expected, short tracks show larger disappearance effects. Figure 3 shows the fraction of events selected by this analysis that are below a certain muon energy for different track lengths.

The optimization and cross-check on the small subset of available data have been performed in a blind manner. One event was observed after final selection which is consistent with the prediction. This initial result indicates that we understand and model the low-
energy atmospheric neutrino region reasonably well. The analysis on the full dataset is in progress, including a larger background MC sample and a more detailed study of systematic uncertainties. Figure 4 shows the effective area for vertical up-going neutrinos in the 22-string detector at filter level and final selection.

The nature of the signal events (low energy vertical tracks on a single string) allows us to estimate the background based on the completeness of the veto region defined by the surrounding strings, using geometrical phase-space arguments.

The total number of events observed is the sum of the passing signal events and background faking a signal. The two categories display very different behavior with respect to tightening the selection criteria. Signal events produce predominately real vertical tracks, so that the rate on strings regardless of their position is very similar (see Figure 5).

Up-going $\nu_\mu$ of higher energies and non-vertical $\nu_\mu$ have a small impact on the overall rates. As selection criteria become more stringent, the rates on the strings become more homogeneous as they are dominated by “high quality” low-energy vertical muon neutrino events.

Background behaves very differently under tightening selection criteria, as it becomes more difficult to produce a fake up-going track when the parameter space is taken away and the veto condition tends to have a larger impact.

We determine the ratio between the average number

### Table I

Summary of number of events in data and as predicted by simulations as function of the selection criteria “CUT” level: L3 - initial processing (trigger, filter), L4/L5 - reconstructed track is vertical up-going, L6/L7 - charge based selection criteria, L8 - inner strings only. See text for detailed description of the selection criteria. Effect refers to the size of the disappearance effect.

<table>
<thead>
<tr>
<th>Cut</th>
<th>Corsika</th>
<th>Sig. (with osc)</th>
<th>Effect</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3</td>
<td>439 ± 2 · 10^3</td>
<td>20.3(17.3) ± 0.4</td>
<td>15%</td>
<td>331 · 10^4</td>
</tr>
<tr>
<td>L4</td>
<td>54 ± 2 · 10^3</td>
<td>20.0(17.0) ± 0.3</td>
<td>15%</td>
<td>32.10^3</td>
</tr>
<tr>
<td>L5</td>
<td>464 ± 175</td>
<td>11.8(9.7) ± 0.2</td>
<td>18%</td>
<td>321</td>
</tr>
<tr>
<td>L6</td>
<td>351 ± 171</td>
<td>10.7(8.8) ± 0.2</td>
<td>18%</td>
<td>207</td>
</tr>
<tr>
<td>L7</td>
<td>151 ± 41</td>
<td>9.6(7.9) ± 0.2</td>
<td>18%</td>
<td>145</td>
</tr>
<tr>
<td>L8</td>
<td>0</td>
<td>2.1(1.7) ± 0.08</td>
<td>21%</td>
<td>1</td>
</tr>
</tbody>
</table>

### IV. Background Estimation

The background has been estimated using CORSIKA simulations. However, due to limited MC statistics there remains a large uncertainty at final selection.

To cross-check the background estimation and to provide a second independent way to obtain a background estimate, we use the data itself to determine the remaining background.
of events observed on a string with \( n \) adjacent strings \(^1\) and those with \( n + 1 \). At a low selection level, the rate on all strings is completely dominated by background. At high selection level, strings having less than four adjacent strings are also background dominated. We use these first three bins to scale the ratio distributions from an earlier selection level to the final selection level. Figure 6 shows the predicted number of events at next-to-final selection level (L7) obtained with this method. The background estimation method from data itself needs to be finalized, including a study of the systematic uncertainties. It provides a cross-check to the predictions from simulation and may ultimately be used as the preferred background estimation method in this analysis.

\[ \Delta m (eV/c^2) \]

\[ \sigma_1 \]

\[ \chi^2 \]

\[ 95\% \text{ C.L.} \]

\[ 90\% \text{ C.L.} \]

\[ \text{Data} \]

\[ \text{Atm. Nugen + Corsika Background} \]

\[ \text{Corsika Background} \]

\[ \text{Background prediction from data} \]

\[ \text{Corriska Background} \]

\[ \text{Atm. Nugen + Corsika Background} \]

\[ \text{Background prediction from data} \]

\[ \text{Data} \]

V. DISCUSSION OF SENSITIVITY FOR 40-STRING AND FULL ICECUBE

The IceCube 40-string dataset is in many ways superior to the 22-string dataset. The trigger system has been significantly improved over the 22-string detector through the addition of a string trigger \([10]\), roughly doubling the vertical muon neutrino candidate events per string. In order to reject efficiently against down-going muon background, we require that a string be entirely surrounded by adjacent strings (inner strings criterion) as part of the final selection. The 40-string detector has about a factor of three more inner strings.

Based on the selection criteria for the IceCube 22-string analysis, we have evaluated the sensitivity of the 40-string detector with one year of data using a \( \chi^2 \)-test on the track length distribution. Selection criteria are identical to those presented here, but the number of expected signal events is scaled according to expectation for the 40-string array. We expect about 400 signal events, based on the detector livetime, number of inner strings, and a factor two increase in number of events due to the string trigger. Figure 7 shows the expected sensitivity limits obtained in this way as function of the oscillation parameters. Systematic uncertainties are still being investigated and are not included; They are dominated by the atmospheric neutrino flux uncertainty, optical module sensitivity and ice effects.
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VI. CONCLUSIONS

Preliminary results obtained with a subset of the data collected with the IceCube 22-string configuration active during 2007 and 2008, suggest that IceCube may have sensitivity in the energy range where atmospheric oscillations become important. We estimate the sensitivity to oscillation parameters in the IceCube 40-string dataset and find that IceCube can potentially constrain them, pending the determination of the systematic uncertainties associated with the predicted distributions. Understanding of this energy region is also important for dark matter annihilation signals from the center of the Earth and further provides the groundwork for DeepCore, which will probe neutrinos at a similar and even lower energy range \([2]\).
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\(^1\)We define adjacent strings as those that are within the nominal interstring-distance (roughly 125 m) of the hexagonal detector pattern.
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Abstract. Data from the IceCube detector in its 22-string configuration (IC22) were used to directly measure the atmospheric energy spectrum near the horizon. After passage through more than 10 km of ice, muon bundles from air showers are reduced to single muons, whose energy can be estimated from the total number of photons registered in the detector. The energy distribution obtained in this way is sensitive to the cosmic ray composition around the knee and is complementary to measurements by air shower arrays. The method described extends the physics potential of neutrino telescopes and can be applied in similar detectors. Presented is the result from the analysis of one month of IC22 data. The entire event sample will be unblinded once systematic detector effects are fully understood.
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I. INTRODUCTION

While the primary goal of IceCube is the detection of astrophysical neutrinos, it also provides unique opportunities for cosmic-ray physics [1]. One of the most important is the direct measurement of the atmospheric muon energy spectrum.

As shown in figure 1 the energy spectrum of muons produced in cosmic-ray induced air showers has so far been measured only up to an energy of about 70 TeV [2]. The best agreement with theoretical models was found by the LVD detector, with the highest data point located at $E_\mu = 40$ TeV [3]. All these measurements have been performed using underground detectors. Their sensitivity was limited by the relatively small effective volume compared to neutrino telescopes.

With a planned instrumented volume of one cubic kilometer, IceCube will be able to register a substantial amount of events even at very high energies, where the flux becomes very low. The limitation in measuring the muon spectrum is given by its high granularity, and consequent inability to resolve individual muons. Most air showers containing high energy muons will consist of bundles with hundreds or even thousands of tracks. Since the energy loss per unit length can be described by the equation $dE/dx = a + bE$, low-energy muons will contribute disproportionately to the total calorimetric detector response, which depends strongly on the energy of the primary, disfavoring the measurement of individual muon energies.

This problem can be resolved by taking advantage of the fact that low energy muons are attenuated by energy losses during passage through the ice. In this analysis, the emphasis was therefore set on horizontal events, where only the most energetic muons are still able to penetrate the surrounding material. The primary cosmic ray interaction in this region takes place at a higher altitude, and therefore in thinner air. The reinteraction probability for light mesons (pions and kaons) is smaller and the flux of muons originating in their decays is maximized.

The main possibilities for physics investigations using the muon energy spectrum are:

- Forward production of light mesons at high energies. While muon neutrinos at TeV energies mostly come from the process $K \rightarrow \nu_\mu + X$, for kinematical reasons muons originate predominantly in pion decays $\pi \rightarrow \nu_\mu + \mu$ [4]. An estimate of the pion production cross section from accelerator experiments gives an uncertainty of

$$\delta(\sigma_{\pi^0}) \simeq 15\% + 12.2\% \cdot \log_{10}(E_\pi/500 \text{ GeV})$$

at $x_{lab} > 0.1$ above 500 GeV [5]. This value should also apply in good approximation to the conventional (non-prompt) muon flux.

- Prompt flux from charm meson decay in air showers [6]. Because of their short decay length, the
reinteraction probability for heavy quark hadrons is negligible. The resulting muon energy spectrum follows the primary energy spectrum with a power law index of $\gamma \approx -2.7$ and is almost constant over all zenith angles. Since the non-promp muon flux from lighter mesons is higher near the horizon, this means that the relative contribution from charm is lowest, and very challenging to detect.

- Variations of the muon energy spectrum due to changes of the CR composition around the knee. Since the ratio of median parent cosmic ray and muon energy is $\lesssim 10$ at energies [7] above 1 TeV, a steepening of the energy-per-nucleon spectrum of cosmic rays at a few PeV will have a measurable effect on the atmospheric muon spectrum at energies of hundreds of TeV. Comparison of the measured muon spectrum to various phenomenological composition models was the main focus of this analysis.

An additional benefit in the case of neutrino detectors is that a direct measurement of the muon flux will have important implications for neutrino analyses. By reducing the systematic uncertainties on atmospheric lepton production beyond 100 TeV, the detection potential for diffuse astrophysical fluxes will be enhanced. Also, atmospheric muons serve as a “test beam” that allows calibration of the detector response to high-energy tracks.

II. COSMIC RAY COMPOSITION MODELS

Starting from the hypothesis that most cosmic rays originate from Fermi acceleration in supernova shock fronts within our galaxy, the change in the energy spectrum can be explained by leaking of high energy particles. Since the gyromagnetic radius

$$R = \frac{p}{e Z B} \approx (10pe) \frac{E_{\text{prim}} [P e V]}{Z B [\mu G]}$$

depends on the charge $Z$ of the particle, for a given energy nuclei of heavier elements are less likely to escape the galactic magnetic field than lighter ones.

The general expression for the flux of primary nuclei of charge $Z$ and energy $E_0$ is

$$\frac{d\Phi_Z}{dE_0} = \Phi_Z^0 \left[ 1 + \left( \frac{E_0}{E_{\text{trans}}} \right)^{\epsilon_c} \right]^{\Delta \gamma}$$

where the transition energy $E_{\text{trans}}$ corresponds to $E_p \cdot Z$, $E_p \cdot A$ or simply $E_p$ for rigidity-dependent, mass-dependent and constant composition models. The parameter $\epsilon_c$ determines the smoothness of the transition, and $\Delta \gamma$ the change in the power law index.

Three alternative composition models have been proposed, which all can be fit reasonably well to the total cosmic ray flux in the region of the knee [8]. These are:

- Rigidity-Dependent $\Delta \gamma$: This is the default composition used in the IceCube downgoing muon simulation. It is also the one favored by current models of cosmic ray production and propagation in the galactic magnetic field.
- Mass-Dependent $\Delta \gamma$: An alternative model that also leads to a composition change around the knee. The change in the power law index does not depend on the charge, but on the mass of the nucleus. The best fit proposed in the original paper leads to a smaller value for the transition energy and a steeper spectrum after the cutoff.
- Constant Composition: Here, the composition of the primary cosmic ray flux does not change. The knee is explained by a common steepening in the energy spectrum for all primaries occurring at the same energy.

The best measurement of the composition so far was done by KASCADE [9]. Its result was consistent with a steepening of the spectrum of light elements, but depended strongly on the hadronic interaction model used to simulate the air showers (SIBYLL or QGSJET).

The influence of the three composition models on the muon energy spectrum is shown in figure 2. While the spectrum for the constant composition model gradually changes from $E^{-3.7}$ to $E^{-4}$, the other two show a marked steepening corresponding to the cutoff in the energy per primary nucleon. By accurately measuring the muon energy spectrum, it is therefore possible to significantly constrain the range of allowed cosmic ray composition models in the knee region.

III. ANALYSIS

The data set used in this analysis is based on the IceCube online muon filter, designed to contain all track-like events originating from the region below 70°. It covers the period from June 2006 to March 2007 with an integrated livetime of 275.6 days, during which IceCube was taking data with 22 strings (IC22). A number of quality cuts were applied in order to eliminate background from misreconstructed tracks and to reduce the median error in the zenith angle measurement to
Fig. 3: Relation between energy proxy $\tilde{\varepsilon}_{\text{surf}}$ and true surface energy of most energetic muon in shower. Here and in figure 4 the rigidity-dependent composition model was used.

$\approx 0.7^\circ$. The final sample corresponded to an event rate of 0.146 Hz.

<table>
<thead>
<tr>
<th>$\theta_{\text{zen}}$ [deg]</th>
<th>$d_{\text{vert}}$ [km]</th>
<th>$d_{\text{slant}}$ [km]</th>
<th>$E_{\text{thr},\mu}$ [TeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.5</td>
<td>1.5</td>
<td>0.28</td>
</tr>
<tr>
<td>70</td>
<td>1.5</td>
<td>4.39</td>
<td>1.12</td>
</tr>
<tr>
<td>70</td>
<td>2.5</td>
<td>7.31</td>
<td>2.59</td>
</tr>
<tr>
<td>85</td>
<td>1.5</td>
<td>17.21</td>
<td>22.1</td>
</tr>
<tr>
<td>85</td>
<td>2.5</td>
<td>28.68</td>
<td>207</td>
</tr>
</tbody>
</table>

TABLE I: Threshold energy for muons passing through ice. The energy values correspond to an attenuation of 99.9%.

To measure the single muon energy spectrum, it is necessary to reduce the background of high-multiplicity bundles, whose total energy depends primarily on the primary cosmic ray [10]. Since there is no possibility to accurately estimate the multiplicity of a downgoing muon bundle, the only way to obtain single muons is by selecting a region close to the horizon to which muons of lower energies cannot penetrate.

The minimum energy required for muons passing through a distance $d$ of ice can be approximated by the equation

$$E_{\text{cut}}(d) = (e^{bd} - 1) a/b$$

where $a = 0.163 \text{GeV m}^{-1}$ and $b = 0.192 \cdot 10^{-3} \text{m}^{-1}$ [11]. The resulting threshold energies corresponding to vertical tracks and for tracks at the top and bottom of the detector for angles near the horizon are shown in Table I.

Two factors determine the upper energy bound of this analysis. One is the contribution from atmospheric neutrinos, which will eventually dominate the event sample at large depths. The other, and more important, is the finite zenith angle resolution. Using simulated data, it was determined that it effectively limits the measurement of the slant depth to a values below 15 km.

Using the slant depth alone, the range of this analysis is therefore insufficient to probe the region beyond 100 TeV. However, the reach can be extended by incorporating information about the energy of the muon as it passes through the instrumented volume.

For muon tracks in the detector, the energy resolution approaches $\Delta \log_{10}(E) \approx 0.3$ above 10 TeV [12]. This information can be combined with the slant depth to obtain a better estimate for the muon energy at the surface.

A natural way to do this is by defining a surface energy proxy $\tilde{\varepsilon}$ that behaves as

$$\exp(\tilde{\varepsilon}_{\text{surf}}) \propto \log n_{\gamma} \cdot d_{\text{slant}}$$

where $n_{\gamma}$ represents the total number of photons measured by the detector. Figure 3 shows the resulting parameter, which has been linearly rescaled in such a way that its value corresponds to the mean $\log(E_{\mu,\text{surf}}/\text{GeV})$ for any given bin, provided that the muon energy spectrum is reasonably close to the standard $E^{-3.7}$.

An important criterion for the applicability of the
The spread in muon surface energies for a given value of $\tilde{E}_{\text{surf}}$ is shown in Figure 5. Around the peak the distributions can be approximated by a Gaussian whose width lies in the range of $\Delta \log_{10} E \approx 0.3 - 0.4$.

IV. RESULT

Figure 6 shows simulated event rates in dependence of $\tilde{E}_{\text{surf}}$ compared to data at final cut level. Almost over the entire range all three models can be approximated by the same empirical fit function. Only in the highest bin can a distinction be made.

The experimental data agrees remarkably well with the simulation, as can be seen more clearly in Figure 7. Despite the steeply falling distribution, the ratio of data to simulation remains very close to one over almost the entire range. For $\tilde{e} > 5$, corresponding to $E_{\mu} > 100$ TeV, the measurement is based on only three data events.

Using the entire year of IC22 data, the predicted event yield for $5.1 < \tilde{E}_{\text{surf}} < 5.2$ based on the constant composition model corresponds to about 10 events. It is therefore unlikely, even neglecting systematic uncertainties, that any of the three models under consideration could definitely be excluded yet. This situation is expected to change as soon as 40-string data can be included in the analysis.

V. CONCLUSION

This result demonstrates the potential for an accurate measurement of the muon energy spectrum with large neutrino detectors. So far only one month of data has been considered in the analysis, corresponding to about 10% of the entire event sample. Nevertheless, the measurement already covers an energy range almost a factor of three above that of the previous upper limit, with very good agreement between data and simulation.

While it will be difficult to make a definitive statement about the cosmic ray composition around the knee based on IC22 data, it will be possible to confirm the validity of cosmic ray air shower models up to previously inaccessible energy ranges.

At the time of writing, the instrumented volume of the detector has increased by a almost factor of three. Further enlargements are scheduled for the next few years. Future measurements of the muon energy spectrum will benefit from a larger effective area, and a substantial improvement in the angular resolution related to the longer lever arm for horizontal muon tracks within the detector.

Once residual systematic detector uncertainties are resolved, a comprehensive analysis that accounts for both the energy spectrum of individual muons and the total shower energy in the detector will be feasible. The potential for such a combined measurement is unique to large volume detectors.
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Abstract. We performed a search for diffuse high energy neutrinos using data obtained with the IceCube 22 string detector during a period 2007-2008. In this analysis we used an $E^{-2}$ spectrum as a typical flux resulting from cosmic ray shock acceleration. Using a likelihood track reconstruction, approximately 5700 track-like neutrinos are extracted from 275.7 days data at an estimated 95% purity level. The expected sensitivities obtained are in a range of $2.2 \times 10^{-8} \sim 2.6 \times 10^{-8} \text{ E}^{-2} \text{ GeV cm}^{-2} \text{ s}^{-1} \text{ sr}^{-1}$ with four different energy estimators. The analysis method and results are presented along with discussions of systematics.
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I. INTRODUCTION AND DETECTION PRINCIPLE

The IceCube neutrino observatory is the world’s largest neutrino telescope under construction at the geographic South Pole. During 2007, it collected data with 1320 digital optical modules (DOM) attached to 22 strings (with 60 optical modules per string). They are deployed in clear glacial ice at depths between 1450 to 2450 meters beneath the surface, where the photon scattering and absorption are known by preceding in situ measurements [1]. When a neutrino interacts inside or close to the IceCube detector, DOMs capture Cherenkov photons from secondary charged particles with 10 inch photomultiplier tubes and generate digital waveforms. In most cases, we require at least 8 DOMs to be triggered within a 10 micro second time window. Once the trigger condition is satisfied, all digital waveforms are collected and then processed by online filtering programs to filter out background events. In this analysis we used 275.7 days livetime of data and obtained 5718 candidate neutrino induced events after the final event selection. The event selection process is described in Section II.

The event sample after the selection process mainly consists of atmospheric neutrinos. To separate extraterrestrial high-energy neutrinos from atmospheric neutrinos, one can apply two types of analysis techniques. The first is a point source analysis that uses the direction of the neutrinos to survey high-density event spots (hotspots). The second, called a diffuse analysis, examines the energy spectrum itself and compares it to various physics models. Since the diffuse analysis does not require multiple events from an astrophysical source, it is possible to take into account faint sources that are not significant by themselves in a point source analysis. However, in general, a diffuse analysis requires a better detector simulation. While a point source analysis uses data to search for a hotspot, the diffuse analysis has to rely on simulated parameter distributions under an assumption of a physics model to test observed distributions in the data.

In this analysis we assumed a $\Phi \propto \text{ E}^{-2}$ energy spectrum for neutrinos from astrophysical sources resulting from shock acceleration processes [2]. Since the atmospheric neutrino flux has a much softer energy spectrum [3][4][5], the signal neutrinos may form a high-energy tail in an energy-related observable over atmospheric neutrinos. The search for an extraterrestrial neutrino component uses the number of events above an energy estimator cut after subtracting a calculated contribution from atmospheric neutrinos. The cut was optimized to produce the best limit setting sensitivity [6]. Results and possible sources of systematics errors are discussed in Section IV.

II. EVENT SELECTION

Cosmic ray interactions in the atmosphere create pions, kaons and charmed hadrons which can later decay into muons and neutrinos. The primary background before the event selection is atmospheric muons traveling downward through the ice. Their intensity strongly depends on the zenith angle of the muon: it decreases as the zenith angle increases because a higher zenith angle results in a longer path length from the surface of the Earth to the IceCube detector. The largest zenith angle of atmospheric muons is around 85 degrees and their path length inside the Earth is over 20 km. The first filter is thus designed to select only upward going events. For estimation of the zenith angle, we used a log likelihood reconstruction. In this analysis, the minimum zenith threshold is 90 degrees.

After the zenith angle filter is applied, the remaining data still contains many orders of magnitude more mis-reconstructed background than neutrino-induced events. They are downward going muons, but reconstructed as upward because of poor event quality (low number of triggered DOM, grazing an edge of detector, etc) or two muons that passed through the detector within a trigger time window (coincidence muons) and mis-reconstructed as a single upward going muon $^1$. These mis-reconstructed events are effectively rejected by checking fit quality parameters [7]:

$^1$This difficulty is mainly caused by scattering of photons in ice. The effective scattering length of Cherenkov photons in IceCube is around 30 m [1].
Number of direct hits (NDir) : number of hits which are assumed to result mostly from unscattered Cherenkov photons
Projected length of direct hits (LDir) : Largest distance of a pair of projections from direct hit positions to a reconstructed track
Reduced log likelihood : log likelihood result of a reconstructed track divided by number of degrees of freedom
log likelihood ratio : difference of log likelihood parameters between a fit and a Bayesian fit which is forced to reconstruct as downward going
smoothness of hits : a parameter for how hits are generated smoothly along a reconstructed track
log likelihood ratio between single muon fit and Bayesian weighted double muon fit : similar parameter as log likelihood ratio, but uses two Bayesian fits as a hypothesis of coincidence muons

The “direct hits” are defined by the arrival times of photons at each DOM and a reconstruction. Once a reconstruction is determined, at each DOM, we obtain a minimum path and earliest possible arrival times of photons (geometrical hit times) from the Cherenkov light emission point. Some photons may take a longer path because of scattering, which result in a time delay from the geometrical hit time. In this analysis, we chose a time window of [-15ns, 75ns] from the geometrical hit time to accept a hit as a direct hit.

The log likelihood ratio gives a comparison between two fits, a standard likelihood fit and a fit with a zenith-dependent weight which follows a zenith distribution of atmospheric muons. A reliable good quality fit should have a large ratio, while mis-reconstructed atmospheric muons have relatively smaller ratios.

With these quality parameters, we defined a set of cut parameters to purify neutrino-induced events using Monte-Carlo simulation. For atmospheric muons, we generated 10 days of single unweighted CORSIKA muons, $5 \times 10^5$ events of energy weighted CORSIKA muons, and 7.4 days of unweighted CORSIKA coincidence muons. For atmospheric neutrinos, $2.6 \times 10^7 \nu_\mu$ events were generated with an $E^{-1}$ spectrum and re-weighted with a conventional atmospheric neutrino flux [3] plus a prompt neutrino model [4][5]. The optimal cut is chosen to retain as many high energy neutrinos as possible while keeping purity of neutrinos above 95%.

The optimized cut parameter is then applied to data and compared with Monte-Carlo predictions. In order not to bias the analysis, the highest energy tails of both data and simulation were kept hidden from the analyzer during this final optimization process of cuts. The number of DOMs that has at least one hit (NCh) is used to determine the open window: we compared events which NCh less than 80. Small discrepancies

---

2 The power law index of the primary particle is changed to be harder by +1. The effective livetime varies in each primary energy bin, for example, 10 TeV weighted muons correspond to one year of effective livetime. The effective livetime also depends on zenith, e.g. a value of a year for muons around 70 degree.

---

Fig. 1. (a - d) : Comparison of simulations and data for basic parameters after the purification process. COGZ(c) is the z-position of the center of charge-gravity of an event in the IceCube coordinate system. (d) : An alternative energy estimator. See Sec. III. (f) : Effective area of $\nu_\mu + \bar{\nu}_\mu$ after the event selection, in several zenith angle ranges.
between data and simulation around the threshold of some quality parameters were observed, mainly because of insufficient statistics of background coincident muon simulation. These events are removed by tightening the cut parameters moderately.

Figs. 1 shows the comparison of data and simulation after the final event selection. The Monte Carlo simulation reproduces data well in most event variables, but discrepancies are still present in some depth dependent variables like COGZ, the z (vertical, or depth) coordinate of the center-of-gravity of the charge in the event (z = 0 in the center of the detector). This systematics is discussed in Sec. IV. The neutrino effective area of $\nu_{\mu}$ + $\nu_{\tau}$ after optimal quality cuts for 275.7 days of livetime of IceCube 22 strings is shown in Fig. 1f.

III. ENERGY ESTIMATORS AND SENSITIVITY

Unlike the previous detector AMANDA, the IceCube detector retains the original waveform by digitizing analog waveforms inside the DOM. This technology allows us to use charge information as an energy estimator. Recently, new techniques for energy reconstruction were developed using the charge information as well as the hit times. In this section, we compare the sensitivity of following energy estimators.

- NCh : number of triggered DOMs. It is simple, but has a relatively strong connection with the track geometry and the ice layers where the muon passed through.
- NPe : Total charge collected by all triggered DOMs of an event. Basically it is similar to NCh, but has a larger and smoother dynamic range than NCh.
- dEdx : A table based energy reconstruction. Using a table generated by a photon propagation program (Photonics [8]), it estimates the energy deposit along a reconstructed track. The reconstruction takes into account the ice properties as a function of depth. [9]
- MuE : a simple energy reconstruction. Similar to dEdx, but uses an homogeneous ice model instead of layered ice photons tables. [10]

To obtain sensitivities, we assumed no extra-terrestrial signal over a given energy threshold, then calculated the expected upper limit using the Feldman-Cousins method [11]. The Model Rejection Factor [6] is then optimized to have the best sensitivity for $E^{-2}$ test signal flux. Table I shows sensitivities at corresponding energy estimator thresholds. The average number of background neutrinos and $\Phi = 10^{-7}E^{-2}$ signal neutrinos above the threshold are also predicted.

IV. RESULTS AND DISCUSSION

Table I also lists the number of data events above the optimized energy thresholds for the four energy estimators. We observed a statistically significant excess of data over the atmospheric neutrino prediction (including prompt atmospheric neutrinos) for all energy estimators except for dEdx. However, disagreements between data and simulation in depth dependences (for example, in COGZ in Fig. 1c) point to unresolved systematics in our simulation. In this section we discuss the effect of the COGZ problem to this analysis.

The depth dependences in the optical properties of the glacial ice, reflecting changes in dust concentration due to climate variations when the ice was formed [1], are taken into account in the detector simulation. However, as Fig. 1c shows, these dependences are not fully reproduced by the simulation. In this analysis, the discrepancy is most severe in the deep part of the detector, for COGZ < -250 m, which is also where most of the highest-energy events lie. The event excess we observed thus could be due to systematics rather than a signal flux.

To test the hypothesis that the excess is due to inaccuracies in our simulation of depth dependences, we repeated the analysis on data from the shallow (COGZ > 0 m) part of the detector and from the deep (COGZ < 0 m) part separately. Fig. 1 shows the COGZ distribution as a function of cosine zenith for the data, atmospheric neutrino simulation, and a subtraction of the simulation from data. To eliminate any bias from hard components like prompt neutrinos or extra-terrestrial neutrinos, we set an additional energy cut NCh < 50 to plot Fig. 1. Fig. 2c indicates that the systematic problems are not specific to the highest energy events. Using events with COGZ > 0 m and cosine zenith less than -0.2, the data and simulation agrees relatively well. We performed the same procedures on the full dataset and no data excess is observed in any of the energy estimators. This result could be compared with the AMANDA diffuse analysis [12] because the majority of hits are recorded by DOMs at depths where AMANDA is deployed. Considering the sensitivities listed in Table II, this result is consistent with the current upper limit for diffuse muon neutrinos $7.4 \times 10^{-8}$ GeV cm$^{-2}$ s$^{-1}$ sr$^{-1}$. On the other hand, at COGZ < 0 m with the same zenith cut, we observed an event excess with three energy estimators. Since the sensitivities of the lower COGZ sample are worse than the upper COGZ events, the event excess we observed with the full data set is highly likely due to systematics. Table II summarizes all numbers obtained from the two subsets.

Some of the systematics issues will be resolved with ongoing calibration studies. Our description of the optical ice properties has larger uncertainties in the deep ice, where we so far have relied on extrapolations of the AMANDA measurements in the shallower ice [1], using measurements of dust concentration in Antarctic ice cores for the extrapolation. The ice core data indicate a strong improvement in ice clarity below AMANDA depths, with an estimated increase in average scattering and absorption lengths of up to 40% at depths greater than 2100 m. With such different ice properties in the two parts of the detector, we are investigating our possibly increased sensitivity to systematic error sources that are present at AMANDA depths but become more significant in the deeper, clearer ice. We are also
improving our photon propagation simulation to better reproduce the data in the clearest ice. This improved simulation will be tested with data from in-situ light sources (LED flashers, nitrogen lasers) and well-reconstructed downward going muons.

Among the four energy estimators, dEdx shows the most stable results. However, all the systematic problems must be understood before we proceed to claim a physics result. The IceCube 22 string configuration is the first detector which allows a detailed study of Monte-Carlo simulation and the detector in the deep ice with reasonable statistics. These results will be essential not only for this analysis, but also for upcoming analysis with the IceCube 40 string configuration.

V. CONCLUSION

Using 275.7 days of upward-going muon events collected by the IceCube 22 string configuration, we performed a search for a diffuse flux of high-energy extraterrestrial muon neutrinos. The expected sensitivities are around $2.5 \times 10^{-8}$ GeV cm$^{-2}$ s$^{-1}$ sr$^{-1}$ for an E$^{-2}$ flux using four different energy estimators. We observed an excess of data over that expected from background above the best energy cut with some energy estimators. In order to test the geometric stability of this analysis, we performed the same analysis using two subsets of data divided by a threshold COGZ = 0 m. Having inconsistent results between these two subsets, the data excess we observed is highly likely dominated by systematics. With events at COGZ > 0 m, we observed no data excess with any of the energy estimators, which is consistent with the current upper limit on a diffuse flux of muon neutrinos obtained by the AMANDA diffuse analysis [12]. Many ongoing calibration studies will reveal the unknown systematics in the near future.
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Abstract. The IceCube detector is an all-flavor neutrino telescope. For several years IceCube has been detecting muon tracks from charged-current muon neutrino interactions in ice. However, IceCube has yet to observe the electromagnetic or hadronic particle showers or “cascades” initiated by charged- or neutral-current neutrino interactions. The first detection of such an event signature will likely come from the known flux of atmospheric electron and muon neutrinos. A search for atmospheric neutrino-induced cascades was performed using a full year of IceCube data. Reconstruction and background rejection techniques were developed to reach, for the first time, an expected signal-to-background ratio \( \sim 1 \) or better.
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IceCube is a cubic kilometer neutrino telescope currently under construction at the geographical South Pole. With 59 of 86 strings of photomultiplier tubes currently embedded into Antarctica’s deep glacial ice, IceCube is already the world’s largest neutrino detector [1].

IceCube detects high energy neutrinos by observing Cherenkov light from the secondary particles produced in neutrino interactions in ice. In charged-current \( \nu_\mu \) interactions, the outgoing energetic muon emits light along its track through the detector. A hadronic particle shower or cascade is also produced at the neutrino interaction vertex, but this is usually well outside of the instrumented detector volume. In charged-current \( \nu_e \) interactions, the outgoing electron initiates an electromagnetic (EM) cascade which accompanies the hadronic cascade. Neutral-current interactions of any neutrino flavor produce hadronic cascades.

At the energies relevant for atmospheric neutrinos, both hadronic and EM cascades develop over lengths of only a few meters. In a sparsely instrumented detector like IceCube, they look like point sources of Cherenkov light whose spherical wavefronts expand out into the detector. While muon tracks have been detected by neutrino telescopes, cascade detection has remained an elusive goal for high energy neutrino astrophysics.

The well-studied atmospheric neutrino flux can serve as a calibration source for the cascade detection channel and should provide a valuable proof-of-principle for all-flavor detection. Once neutrino-induced cascades have been detected from the atmosphere, they should also open up a powerful channel for astrophysics analysis.
employed to reduce this background. First, we measure how far inside the geometric volume of the detector the reconstructed cascade vertex lies. Muons with a large stochastic energy loss far inside the detector are more likely to leave early hits in outer sensors and can thus be rejected. Second, background separation becomes easier as the cascade energy increases. This is because the more energetic stochastic losses that mimic neutrino-induced cascades would have to come from more energetic muons, which are more likely to leave additional light that will allow for their identification. We therefore expect that more energetic cascades deep inside the detector will be the easiest signal to separate from background.

Along these lines, several neural networks were trained on 12 topological and reconstruction-based variables, including reconstructed energy and a measure of containment within the detector. The product of these variables is taken as the final discriminating cut variable. Figure 1 shows the number of remaining events as a function of the cut on this final variable for events that reconstruct above 5 TeV for signal Monte Carlo and a 10% sub-sample of the available data.

While nothing can yet be concluded from the 10% data sample alone, the full dataset, which will be presented in this talk, may show signs of converging to the signal expectation. Figure 2 shows the true neutrino energy at the earth’s surface for the three classes of simulated signal.
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Abstract. We report on the first search for extraterrestrial neutrino-induced cascades in IceCube. The analyzed data were collected in the year 2007 when 22 detector strings were installed and operated. We will discuss the analysis methods used to reconstruct cascades and to suppress backgrounds. Simulated neutrino signal events with a $E^{-2}$ energy spectrum, which pass the background rejection criteria, are reconstructed with a resolution $\Delta \log E \sim 0.27$ in the energy range from $\sim 20$ TeV to a few PeV. We present the range of the diffuse flux of extra-terrestrial neutrinos in the cascade channel in IceCube within which we expect to be able to put a limit.
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I. INTRODUCTION

IceCube is a 1 km$^3$ Cherenkov detector under construction at the South Pole. Its primary goals are to detect high energy extra-terrestrial neutrinos of all flavors in a wide energy range, from $\sim 100$ GeV to $\sim 100$ EeV, search for their sources, for example active galactic nuclei and gamma ray bursts, and to measure their diffuse flux. When complete, the IceCube detector will be composed of 4800 Digital Optical Modules (DOMs) on 80 strings spaced 125 m apart. In addition there will be 6, more densely populated, Deep Core strings inside the IceCube detector volume. The array covers an area of one km$^2$ at depths from 1.45 to 2.45 km below the surface [1].

High energy neutrinos are detected by observing the Cherenkov radiation from secondary particles produced in neutrino interactions inside or near the detector. Muon neutrinos in charged current (CC) interactions are identified by the final state muon track [2]. Electron and tau neutrinos in CC interactions, as well as all flavor neutrinos initiating neutral current (NC) interactions are identified by observing electromagnetic or hadronic showers (cascades). A 10 TeV cascade triggers IceCube optical modules out to a radius of about 130 m. Cascades can be reconstructed with good energy resolution, but limited pointing resolution. The good energy resolution and low background from atmospheric neutrinos make cascades attractive for diffuse extraterrestrial neutrino searches [3].

We present expected sensitivities for the diffuse flux of extra-terrestrial neutrinos in the cascade channel in IceCube. This work uses data collected in 2007 with the 22 strings that were deployed in IceCube at that time. The total livetime amounts to 270 days. Ten per cent of the data were used as a "burn" sample to develop background rejection criteria. The results, after unblinding, will be based on the remaining 90% of the data, about 240 days.

II. DATA AND ANALYSIS

Backgrounds from atmospheric muons, produced in interactions of cosmic rays with nuclei in the Earth’s atmosphere form a considerable complication in all neutrino searches in IceCube. A filtering chain developed using Monte Carlo simulations of muon background and neutrino signal was used to reject these backgrounds online and offline.

The atmospheric muon background was simulated with CORSIKA [4]. In addition to the single muon events, which form the dominant background, an appropriate number of overlaying events was passed through the IceCube trigger and detector simulator to obtain a sample of coincident muons. The coincident muon events make a few per cent contribution to the total trigger rate. The signal, electron neutrino events, was simulated using an adapted version of the Monte Carlo generator ANIS [5] for energies from 40 GeV to 1 EeV and with a $E^{-2}$ energy spectrum.

All estimates for the number of signal events later in the text assume an $E^{-2}$ spectrum and flux strength of:

$$\Phi_{\text{model}} = 1.0 \times 10^{-6} \text{(E/GeV)}^{-2} / (\text{GeV s sr cm}^2).$$

A. Online filtering

The main physics trigger is a "simple multiplicity trigger" (SMT), requiring photon signals in at least 8 DOMs, with the additional requirement of accompanying hits in any of the ±2 neighboring DOMs, each above a threshold of 1/6 single photoelectron signal and within a 5 µs coincidence window. Averaging over seasonal changes of the trigger rate for IC22 was 550 Hz. The mean SMT rate is generally well reproduced by Monte Carlo simulation, which gives 565 Hz. Assuming the flux given in Eq. 1, approximately $2.7 \times 10^3$ electron neutrino events and $\sim 1 \times 10^{10}$ background event are expected to trigger the detector in 240 days.

The backgrounds are suppressed online with first-guess reconstruction algorithms [6]. A first guess track fit assumes that all hits can be projected onto a line, and that a particle producing those hits travels with velocity $v_{\text{line}}$. In addition a simple cut on sphericity...
of the events (EvalRatio_{hit}) is used to select events with hit topology consistent with cascades. Cut values used in online filter are given in Table I. In the case of cascades, the online filter reduced the SMT trigger rate to $\sim 20$ Hz, or 3.5 % of the total trigger rate. Monte Carlo studies show that the filter retains about 70% of the simulated signal and rejects 97.5% of the simulated background that trigger the detector. The Monte Carlo simulation thus underestimates the overall rate observed in the data. Otherwise main characteristics are well reproduced, Fig. 1 which shows the reconstructed center-of-gravity (COG) $x$ position. The COG is calculated for each event as the signal amplitude weighted mean of all hit DOM positions.

### B. Offline filtering

The data, after online filtering and transfer from the South Pole, were passed through more sophisticated algorithms to reconstruct both muon tracks and cascades. This reconstruction uses the maximum-likelihood reconstruction algorithms described in [2], [6].

Several cuts were applied sequentially, and the intermediate data sets are identified as different levels. Level-1 is the trigger level and events passing the online filtering correspond to Level-2. The rates at different levels are summarized in Table I.

At Level-3 events were selected with (i) a reconstructed track zenith angle greater than 73° and (ii) a difference $\text{Llh(track)} - \text{Llh(cascade)} > -16.2$ in the likelihood parameters of the track and cascade reconstructions to select cascade-like events. This selection was optimized for the combined efficiency ($\sim 80\%$) in both atmospheric[7] and extra-terrestrial neutrino searches and keeps the data at this level common to both analyses. At Level-4 we require that all cascades originate inside the detector. In IceCube many muon tracks that radiate energetic bremsstrahlung or produce hits in DOMs close to the detector edges can mimic uncontained cascades. To remove this background of partial bright muon events we require that the four earliest hits in the event are inside the fiducial volume of the detector. The boundaries of the fiducial volume in $x$-$y$ are shown in Fig.2 as continuous lines. In the $z$ direction only an upper boundary was used. It was set at the position of the 8th DOM from the top. Approximately 1% of the background events (data and Monte Carlo) and $\sim 13\%$ of the Monte Carlo signal events after online filtering pass Level-3 selections and satisfy the fiducial volume requirement.

At Level-5 we require that the number of hit DOMs (NCh) is greater than 20, that the reconstructed track zenith angle exceeds 69°, and that the event duration, defined as a time difference between the last and first hit DOM, is less than 5 $\mu$s. The later cut removes long events, which are mostly coincident double or triple muon events typically with a high multiplicity of hit

---

Fig. 1. The reconstructed center-of-gravity (COG) $x$ after online filtering. Data is shown as continuous lines, background Monte Carlo is shown as dashed lines. Monte Carlo data is normalized to the experimental number of events.

Fig. 2. a) The $y$ versus $x$ positions of the strings in the IC22 detector configuration. b) The reconstructed center-of-gravity (COG) $y$ versus $x$ position from IC22 data after online filtering. The continuous lines show the boundaries of the fiducial volume, which is used in the analyses to restrict the position of the first hits in the event.
DOMs.

At Level-6 we require that the reconstructed cascade vertex positions \( x(y) \) and COG-\( x(y) \) agree to within 60 meters, and that the reduced track and cascade reconstruction likelihood ratio is less than 0.95. For each event we apply the two track reconstruction algorithm and require that the reconstructed tracks coincide to within 1\( \mu s \). This selection mostly removes background events with coincident muon tracks which are well separated in time.

At Level-7 stringent selections are made on the DOM multiplicity and the fill-ratio. The fill-ratio quantifies the fraction of hit DOMs within a sphere around the reconstructed cascade vertex position with a radius \( 2 \times D \), where \( D \) is the average displacement of the reconstructed cascade vertex with respect to the positions of the hit DOMs in the event. The fill-ratio versus the distance \( D \) for signal Monte Carlo, muon background Monte Carlo, and the data for events with COG-\( z > -100 \) m and COG-\( z < -100 \) m is shown in Fig.3. The presently used version of background Monte Carlo is in good agreement with the data for the top part of the detector, but not for the bottom part of the detector. In the bottom part of the detector, the clear ice (less absorption than at the top of the detector) makes some muons look like cascade (spherical shape and high DOM multiplicity). After applying the cuts on the fill-ratio and the distance \( D \), as shown by the dashed lines in Fig.3, 135 events from the data burn sample and 11 background Monte Carlo events remained. Almost all of them originate in the bottom part of the detector, as shown in Fig. 3. Remaining 11 Monte Carlo background events correspond to an expected \( \sim 90 \) events for the 240 days of the IC22 run.

We placed a final Level-8 cut on the reconstructed energy, \( \log E_{\text{reco}} > 4.2 \), which rejects all remaining background events in the data burn sample and in the background Monte Carlo.

### III. Results

The expected number of signal events (NSignal) from a diffuse flux with a strength of \( 10^{-6}(E/\text{GeV})^{-2}/(\text{GeV} \cdot \text{s} \cdot \text{sr} \cdot \text{cm}^2) \) is 52 \( \nu_e \) events for 240 days of livetime. Signal simulations show that events that pass all background rejection criteria are in the energy range from \( \sim 20 \) TeV to a few PeV (with a mean energy of \( \sim 160 \) TeV). The energy resolution is \( \Delta (\log E) \sim 0.27 \), the \( x \) and \( y \) position resolution is \( \sim 10 \) meters. The \( z \) position resolution is worse, 25 m, because of a small fraction of events that originated below the detector where no fiducial volume cut was applied.

A burn sample of \( \sim 10\% \) of the total IC22 data set and the background Monte Carlo sample were used in developing background rejection criteria. The selections are such that all events in the burn sample and all background Monte Carlo events are rejected, whereas a significant fraction of the signal Monte Carlo events are retained.

The model rejection factor (MRF) defined as: \( \text{MRF} = \left( \mu_{90} \right) / \text{NSignal} \), will be used to determine the flux limit:

\[
\Phi_{\text{limit}} = \text{MRF} \times f(E),
\]  

(2)

where \( f(E) \) is given by Eq.1.
The analysis is limited by the currently available background Monte Carlo sample. It is not possible to substract the simulated residual background contribution with sufficient precision. Thus the sensitivities for the diffuse flux of extraterrestrial neutrino signal, defined as the average upper limit at 90% CL and absence of signal [9], cannot be determined. To give an order of magnitude for the limit, a conservative estimate making no assumptions on background would be $4 \times 10^{-8} (5 \times 10^{-7}) (E/\text{GeV})^{-2} / (\text{GeV} \cdot \text{s} \cdot \text{sr} \cdot \text{cm}^2)$ for a hypothetical number of observed events after unblinding of 0 (20).

Enclosing, we expect the flux limit from this analysis to be of the same order as the limit on the diffuse flux $\Phi_{\text{limit}} = 1.3 \times 10^{-7} (E/\text{GeV})^{-2} / (\text{GeV} \cdot \text{s} \cdot \text{sr} \cdot \text{cm}^2)$ [10] in the cascade channel as obtained from 5 years of AMANDA data. Additional background Monte Carlo events are being generated and systematic uncertainties are currently being studied.
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I. INTRODUCTION

The IceCube detector[1] is being built at the geographical South Pole. It aims for the detection of neutrinos of cosmic origin, which could answer open questions in astroparticle physics such as the origin of cosmic rays and the nature of dark matter. In its originally planned setup the IceCube detector consists of 4800 digital optical modules (DOMs) on 80 strings. These are horizontally spaced by 125 m and located in depths ranging from 1.45 to 2.45 km, thereby spanning a volume of a cubic kilometer of glacial ice. In order to lower IceCube’s energy threshold down to 10 GeV, the DeepCore extension will arrange 6 additional strings in the center of the array. On these strings the DOMs are closer to each other and are located in depths with optimal optical properties.

Each DOM contains a photomultiplier tube (PMT) and the necessary readout electronics. Two digitization devices allow for the measurement of time distributions and intensities of photon fluxes inside the detector: the Analog Transient Waveform Digitizer (ATWD) taking 128 samples over the first 420 ns and the Flash Analog-to-Digital Converter (FADC) taking 256 samples in an interval of 6.4 µs [2]. Presently three quarters of the detector are successfully deployed and are taking data.

Neutrinos can interact in the instrumented volume through neutrino-nucleon or neutrino-electron scattering. The former process dominates. One exception is the resonant scattering of anti-electron neutrinos on atomic electrons at energies of 6.3 PeV, known as the Glashow resonance. The neutrino interaction is not detected directly but it can produce charged particles which emit Cherenkov light in the transparent detector medium. The possible final states of a neutrino interaction depend on the flavour and interaction type. For neutrino astronomy the most prominent neutrino signature is formed by final states with an emerging muon. They allow to deduce the neutrino direction and provide large effective areas because of the large range of the muon.

The signatures of interest here are neutrino induced electromagnetic and hadronic particle showers. Such cascades can originate from all neutrino flavours and occur in many of the interaction scenarios. Assuming that the neutrinos were generated in pion decays one expects a flavour ratio at the source of \( \nu_e : \nu_\mu : \nu_\tau = 1 : 2 : 0 \). Due to neutrino oscillations this ratio is transformed to 1 : 1 : 1 before detection, which makes the sensitivity to all flavours important.

Furthermore, electromagnetic cascades allow for a good energy reconstruction, since the number of emitted photons scales linearly with the deposited energy. Hadronic cascades appear similar to electromagnetic ones, with the small correction that for the same deposited energy there are about 20% fewer photons produced [3].

Below 10 PeV cascades have characteristic lengths of several meters. Compared to the distances between the DOMs they appear as point-like light sources. Nevertheless, the angular emission profile of a cascade is anisotropic: the photons originate from one point but they are preferably emitted in the direction of the Cherenkov angle \( \Theta_\gamma = 41° \) [4]. Therefore, close to the interaction vertex the neutrino direction can in principle be derived from the angular distribution of the Cherenkov photons. For the large spacing of the DOMs this ability is impaired due to the strong light scattering in the ice [5]. Because of this inherent difficulty of reconstructing the direction of particle showers in ice, studies of these events have been restricted to the search for a diffuse flux of neutrinos. In this situation even a rough estimate
on the neutrino detection would enhance the possibilities of this detection channel.

II. NEW APPROACH TO CASCADE RECONSTRUCTION

The existing maximum likelihood reconstruction for cascades [3] does not account for the inhomogeneity of the ice and does not try to reconstruct the neutrino direction. It also does not exploit all the capabilities of the IceCube DAQ.

The aim of the current work is to use all relevant information in the waveforms captured by the DOMs to reconstruct the incident neutrino in a cascade-like event. The point-like but directed cascade can be fully described by 7 parameters: the time and vertex \( (t,x,y,z) \) of the neutrino interaction, the deposited energy \( E \) and the direction of the neutrino. The latter is described by the two angles zenith \( \Theta \) and azimuth \( \Phi \). The reconstruction searches for the set of these parameters \( \xi = (t,x,y,z,E,\Theta,\Phi) \) that fits the observation best.

A good understanding of the optical properties of the glacial ice is crucial to the IceCube experiment. The instrumented volume is pervaded with dust layers that track historic climatological changes. Since the propagation of light in such an inhomogeneous medium cannot be treated analytically, the Photonics Monte Carlo package [6], [7] has been used. Its simulation results are available in tabulated form. For a given setup of a light source and a DOM these tables allow to make predictions for the mean expected amplitude \( \langle \mu(\xi) \rangle \) and the photon arrival time distribution \( p(t_d,\xi) \), where \( t_d \) denotes the delay time. For a photon with speed \( c_{\text{ice}} \) that is emitted at \( (t_e,\vec{x}_e) \) and recorded at \( (t_r,\vec{x}_r) \) the time \( t_d = t_r - t_e - |\vec{x}_r - \vec{x}_e| / c_{\text{ice}} \) denotes the additional time the photon takes to reach the receiver over a scattered path rather than a straight line. Scattering in ice can cause delay times up to a few microseconds. Depending on orientation and distance of the cascade with respect to the DOM the arrival time distributions differ in shape (compare Figure 1).

With the tabulated quantities the expected amplitude in a time interval \([t_1,t_2]\) calculates to:

\[
\mu(\xi) = f \langle \mu(\xi) \rangle \int_{t_1}^{t_2} p(t_d,\xi) dt_d + R_{\text{noise}}(t_2-t_1)
\]

Two small corrections are applied to the prediction of Photonics. A constant rate \( R_{\text{noise}} \) accounts for noise hits and a factor \( f \) corrects for deviations from the mean amplitude due to the PMT response and charge reconstruction, which is not modelled by Photonics.

With this prediction a likelihood description of the measurement is possible. Assuming a Poisson process for every distinct sample \( i \) taken by the ATWD and the FADC in DOM \( o \), one can compare the measured amplitude \( n_{oi} \) to the mean expectation \( \mu_{oi} \) and construct the likelihood:

\[
L = \prod_{o,i} \frac{\mu_{oi}(\xi)^{n_{oi}}}{n_{oi}!} \exp\{-\mu_{oi}(\xi)\}.
\]

By taking the negative logarithm and rearranging the terms one obtains:

\[
-\log(L) = \sum_{o} \langle \mu_{o} \rangle - n_{o} \log \langle \mu_{o} \rangle - \sum_{o,i} n_{oi} \log \left( \frac{\mu_{oi}}{\langle \mu_{o} \rangle} \right)
\]

where \( \langle \mu_{o} \rangle = \sum_{i} \mu_{oi} \) and \( n_{o} = \sum_{i} n_{oi} \). The combinatorial term from the Poisson probability has been omitted since it does not depend on the reconstruction hypothesis.

A considerable speedup in the computation results from the fact that in the sum over the samples \( i \) only time intervals with \( n_{oi} > 0 \) contribute. Hence, periods in the DOM readout with no measured charge can be ignored. Practically this is implemented in two steps: first the waveform is scanned for pulses, then these pulses are used to calculate the likelihood.

The cascade reconstruction is performed by searching numerically for the minimum of \( -\log(L) \), which is a function of the seven cascade parameters. This minimization is seeded with the time, vertex and direction estimates that one obtains from calculating the center of gravity and tensor of inertia of the hit pattern. These calculations are implemented in IceCube’s first-guess reconstruction algorithms. The number of triggered DOMs provides a rough estimate of the deposited energy. The minimization is done by MINUIT with a simplex algorithm that is executed iteratively to improve the result stepwise.

The problem can be significantly simplified if the vertex and the time of the interaction are already known (e.g. when they are determined by another method) and the orientation of the cascade is neglected. Then the likelihood, which now only depends on the cascade energy, provides an energy reconstruction that benefits

\[1\text{In the first 420ns the readout windows of the ATWD and FADC overlap. One has to choose between both measurements. Because of its precision, the samples from the ATWD are preferred.}\]
Fig. 2. Offsets between the reconstructed and the true $x$ and $z$ coordinates obtained from an iterative minimization of the 7 dimensional likelihood. Only cascades are selected, whose reconstructed vertex is contained in IC40. The width $\sigma$ of a fitted Gaussian defines the resolution, which is better for $z$ because of the denser DOM spacing along the string.

Fig. 3. Left: Offset between the reconstructed and the deposited logarithmic energy for the same event sample. Right: Comparison between the reconstructed and the deposited logarithmic energy. The deviation from the identity line above 10 PeV illustrates the increasing impact of saturation effects on the energy reconstruction.

from the improved light-propagation model. In this case, the search for the minimum is reduced to a numerical root finding problem:

$$\frac{\partial(-\log(L))}{\partial E} = \sum_{\mu} \left( \frac{\mu - \frac{n_\mu}{1 + \frac{\text{Reco} - \Delta t}{\mu_0}}} \right) = 0$$

where $\Delta t$ denotes the readout window length.

III. RESULTS

The reconstruction algorithm has been tested with a simulated electron neutrino dataset for IceCube in its year 2008 configuration with 40 strings. The primary neutrinos have energies in the range from $10^{1.7}$ GeV to $10^{10}$ GeV and are weighted to an $E^{-2}$ spectrum. For the simulation of showers the parametrization derived in [4] and implemented in Photonics is used. Lower energetic showers ($<\text{PeV}$) are represented as point-like light source with an anisotropic emission profile. At PeV energies the cascade is split up into several cascades to simulate the elongation due to the LPM effect.

To be part of the further on used event selection, an event has to trigger the detector, the reconstruction must converge (fulfilled by 79% ) and the reconstructed vertex has to be located inside the geometric boundaries of the detector (fulfilled by 38%).

To evaluate the resolution of the reconstruction the distribution of offsets between the reconstructed and the true vertex coordinates and energies are shown in Figures 2 and 3. The obtained vertex resolutions are about 7 m in $x$ and $y$ and 4 m in $z$. This is an improvement with respect to the existing likelihood reconstruction[8]. For the same dataset and selection criteria it yields resolutions of 15 m in $x$ and $y$ and 8 m in $z$. The better resolution in $z$ results from the smaller distances of only
17 m between the DOMs on one string. The result of the energy reconstruction is shown in Figure 3. A resolution of $\sigma(\log_{10}(E_{\text{reco}}/E_{\text{true}})) = 0.13$ has been obtained. For large photon fluxes, which can originate from highly energetic or nearby cascades, the saturation of the PMT limits the recorded charge. This affects the energy reconstruction as can be seen in the right plot of Figure 3. Above 10 PeV the reconstructed energy is systematically too low due to the saturation.

A useful measure for the angular resolution is the median of the $\cos(\Psi)$ distribution, where $\Psi$ is the angle between the true and the reconstructed direction. For all events that fulfill the selection criterion this distribution is plotted in the left plot of Figure 4. A study of the energy dependence suggests that for the interesting energy range of 10 TeV to 10 PeV an angular resolution of $30^\circ - 35^\circ$ is possible (right plot in Figure 4). At energies above 10 PeV, the LPM effect leads to an elongation of the cascade and the reconstruction hypothesis of a point-like light source becomes no longer applicable.

IV. SUMMARY AND OUTLOOK

A maximum likelihood reconstruction for cascade-like events has been developed. It takes into account the full recorded waveform information as well as the ice properties. A simulation study for the 40 string detector geometry of the year 2008 demonstrates the feasibility of an angular resolution of down to $30^\circ$. Compared to muons this is still a very limited precision, but it can provide new opportunities for neutrino searches with cascade-like events. With the angular resolution achieved, the discrimination between upward and downward going neutrinos becomes possible as well as the identification of neutrinos originating from the galactic plane. With the DeepCore extension a further improvement is expected.

The achieved results have to withstand further verification. The next step is to test the performance of the algorithm on measurements with LED and laser light sources in the detector and muon events with bright bremsstrahlung cascades. Several possibilities to enhance the algorithm exist. A different description of saturated DOMs in the likelihood could improve the performance at higher energies. It will be investigated if the shape of the likelihood could be used to estimate the error of the reconstruction. Finally, the presented approach can be extended to reconstruct combined events with more than one light source in the detector.
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Abstract. This contribution presents results of searches with IceCube in its 22-string configuration for neutrinos from 41 stacked gamma-ray bursts (GRBs) detected in the northern sky by satellites like Swift. In addition, the capabilities of the full 80-string detector based on a detailed simulation are discussed. GRBs are among the few potential source classes for the highest energy cosmic rays and one of the most puzzling phenomena in the universe. In their ultra-relativistic jets, GRBs are thought to produce neutrinos with energies well in excess of 100 TeV. However, up to now, no such neutrino has been observed. IceCube, currently under construction at the South Pole, is the first km$^3$ scale neutrino telescope. As such it will have a significantly improved sensitivity compared to the precursor class of 0.01 km$^3$ neutrino telescopes.
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I. INTRODUCTION

Gamma-ray Bursts (GRBs) have been proposed as a plausible source of the highest energy cosmic rays [1] and high energy neutrinos [2]. The prevalent belief is that the progenitors of so called long-soft GRBs are very massive stars that undergo core collapse leading to the formation of a black hole. Short-hard GRBs are believed to be the product of the merger of binary compact objects such as neutrons stars and black holes leading to the creation of a single black hole. Material is ejected from the progenitor in ultra-relativistic jets. In these jets, electrons and baryons are accelerated to high energies, where the synchrotron radiation from the electrons is observed as the prompt $\gamma$-ray signal. Neutrinos are predicted to be produced in the interaction of accelerated baryons with matter or photons in various phases of the GRB: TeV precursor—while the jet burrows through the envelope of the progenitor of a long-soft burst [3]; PeV prompt—in coincidence with the observed $\gamma$-ray signal [2]; EeV early afterglow—as the jet collides with interstellar material or the progenitor wind in the early afterglow phase [4].

IceCube is a high energy ($E \gtrsim 1$ TeV) neutrino telescope currently under construction at the South Pole [5]. When completed, the deep ice component of IceCube will consist of 5160 digital optical modules (DOMs) arranged in 86 strings frozen into the ice, at depths ranging from 1450 m to 2450 m. Each DOM contains a photo-multiplier tube and supporting hardware inside a glass pressure sphere. The total instrumented volume of IceCube will be $\sim 1$ km$^3$. The DOMs indirectly detect neutrinos by measuring the Cherenkov light from secondary charged particles produced in neutrino-nucleon interactions. Presently, 59 strings are installed and collect data continuously. Construction is scheduled for completion by 2011. AMANDA-II, IceCube’s predecessor array, operated between January 2000 and May 2009. It consisted of 677 optical modules arranged on 19 strings with an instrumented volume approximately 60 times smaller than that of IceCube. Searches with AMANDA-II for neutrinos in coincidence with GRBs have been reported with negative results [6], [7].

The two main channels for detecting neutrinos with IceCube are the muon and the cascade channels. Charged current interactions of $\nu_{\mu}$ produce muons that, at TeV energies, travel for several kilometers in ice and leave a track-like light pattern in the detector. The detectors are mainly sensitive to up-going muon neutrinos as the Earth can be used to shield against the much larger flux of (up-going) atmospheric muons. Searches for neutrinos from GRBs in the muon channel benefit from good angular resolution ($\sim 1^\circ$ for $E_{\nu} > 1$ TeV) and from the long range of high energy muons. Therefore, we use this channel in our analyses.

II. ICICE 22-STRING RESULTS

In our analyses, we search the IceCube 22-string configuration data, collected between May 2007 and April 2008, for muon neutrinos from GRBs in the northern hemisphere. In [8] further analyses using IceCube 22-string data are presented which extend the muon neutrino search to GRBs in the southern sky and use the cascade channel to search for neutrinos of all flavors from GRBs in both hemispheres, respectively.

We perform our searches both in the prompt (defined by the observed $\gamma$-ray emission) and the precursor (100s before the prompt time window) time windows. In order to account for alternative emission scenarios, an additional search is conducted in an extended window from $-1$ h to $+3$ h around the burst. The data outside
these windows (off-time data) is used to estimate the background in the search windows.

To prevent bias in our analyses, the data within the −1 h to +3 h window (on-time data) are kept blind during optimization. Only low level quantities of the on-time data are examined in order to determine stability. The remaining, usable off-time data amounts to 269 days of livetime. Of the 48 northern hemisphere bursts detected by satellites (mainly Swift [9]), 7 do not have quality IceCube data associated with them during the prompt/precursor emission windows. For all remaining 41 GRBs, tests show no indications of abnormal behavior of the detector.

As customary, we use the Waxman–Bahcall model as a benchmark for neutrino production in GRBs. The original calculation with this model [2] used average GRB parameters as measured by BATSE [10]. It was refined by including specific details for individual GRBs [11]. Our neutrino calculations follow the latter prescription. For many GRBs the available information is incomplete. In that case we use average parameters in the modeling of the neutrino flux. The individual burst neutrino spectra are displayed in Fig. 1.

Fig. 1. Neutrino spectra for all 41 GRBs investigated in the analyses. The fluences were calculated for each burst individually using measured bursts parameters following [11]. For comparison, average Waxman-Bahcall GRB fluences (WB, [2]) are shown.

Tracks are reconstructed using a log-likelihood reconstruction method [12]. A fit of a paraboloid to the region around the maximum in the log-likelihood function yields an estimate of the uncertainty on the reconstructed direction. Initially, candidate neutrino events are out-numbered (by several orders of magnitude) by down-going atmospheric muons that are mis-reconstructed as up-going events. Application of data selection criteria allows us to extract a high-purity sample of up-going (atmospheric, and potentially astrophysical) neutrinos.

In order to determine our detector response to the expected GRB neutrinos, we simulate these signal events using ANIS [13]. Background from atmospheric muons is simulated with CORSIKA [14]. Propagation of neutrinos and muons through the Earth and ice are performed with ANIS and MMC [15]. The photon signal at the DOMs is determined from a detailed simulation [16] of the propagation of Cherenkov light from muons and showers through the ice. The simulation of the DOM response takes into account the DOM’s angular acceptance and includes a simulation of the DOM electronics. The DOM output is then processed with a simulation of the trigger. Afterwards, the simulated events are treated in the same way as the real data.

A. Binned analysis

We perform a binned analysis searching for emission during the prompt phase. After a loose preselection of events, various quality parameters are combined using a machine learning algorithm. The algorithm used was a Support Vector Machine (SVM) [17] with a radial basis function kernel. The SVM was trained using the off-time filtered data as background and all-sky neutrino simulation weighted to the sum of the individual burst spectra as signal. The optimum SVM parameters (kernel parameter, cost factor, margin) were determined using a coarse, and then fine, grid search with a 5-fold cross validation technique at each node [18].

The resulting SVM classification of events is shown in Fig. 2. The final cut on this parameter is optimized to detect a signal fluence with at least 5σ (significance) in 50% of cases (power) by minimizing the Model Discovery Factor (MDF). The MDF is the ratio between the signal fluence required for a detection with the specified significance and power and the predicted fluence [19]. The angular cut around each GRB is then calculated to keep 3/4 of the remaining signal after the cut on the SVM classifier. In this way, there is one cut on the SVM classifier for all GRBs, but different angular cuts around each GRB according to the angular resolution of the detector in that direction. The SVM cut that returns the best sensitivity is at 0.22. This cut lies directly on a discontinuity in the MDF curve, and so it is tightened away from that discontinuity so that a 1σ understimation of the background level will not lead to a discovery claim more significant than is appropriate.

B. Unbinned likelihood analysis

We compare the performance of the binned analysis for the prompt emission to that of an unbinned likelihood
analysis. Furthermore, we use the unbinned method to look for neutrino emission in the precursor and extended time window. The unbinned method used here is similar to that described in [20]. The signal, $S_\text{i}(\vec{x}_i)$, and background, $B(\vec{x}_i)$, PDFs are formed from a product of a directional, time, and an energy PDF.

**Signal PDF:** The directional signal PDF is a two-dimensional Gaussian distribution with the two widths being the major and minor axes of the 1σ error ellipse of the paraboloid fit. The time PDF is flat over the respective time window and falls off on both sides with a Gaussian distribution of variable width depending on the duration of the emission. The energy PDF is determined from the distribution of an energy estimator [21] for each GRB individually. The signal PDFs of the GRBs are combined using a weighted sum [22]

$$S_\text{tot}(\vec{x}_i) = \frac{\sum_{j=1}^{N_\text{GRBS}} w_j S_j(\vec{x}_i)}{\sum_{j=1}^{N_\text{GRBS}} w_j},$$  

where $S_j(\vec{x}_i)$ is the signal PDF of the $j$th GRB and $w_j$ is a weight that for of the prompt and precursor window is proportional to the expected number of events in the detector according to the calculated fluxes. In the case of the extended window we use $w_j = 1$ for all GRBs.

**Background PDF:** For the directional background PDF obtained from the off-time data, the detector asymmetries in zenith and azimuth are taken into account by evaluating the data in the detector coordinate system. The time distribution of the background during a GRB can be assumed to be constant, yielding a flat time PDF. The energy PDF is determined in the same way as for the signal PDF with the spectrum corresponding to the Bartol atmospheric neutrino flux [23].

All PDFs are combined in a log-likelihood ratio

$$\ln(R) = -\langle n_s \rangle + \sum_{i=1}^{N} \ln \left( \frac{\langle n_b \rangle B(\vec{x}_i)}{\langle n_b \rangle B(\vec{x}_i)} \right) + 1,$$

where the sum runs over all reconstructed tracks in the final sample. The variable $\langle n_b \rangle$ is the expected mean number of background events, which is determined from the off-time data set. The mean number of signal events, $\langle n_s \rangle$, is a free parameter which is varied to maximize equation 2 in order to obtain the best estimate for the mean number of signal events, $\langle \hat{n}_s \rangle$.

To determine whether a given data set is compatible with the background-only hypothesis, $10^8$ background data sets for the on-time windows are generated from off-time data by randomizing the track times while taking into account the downtime of the detector. For each of these data sets the $\ln(R)$ value is calculated. The probability for a data set to be compatible with background is given by the fraction of background data sets with an equal or larger $\ln(R)$ value.

The analysis is performed on a high-purity up-going neutrino sample after tight selection criteria have been applied. The unbinned likelihood method requires an $\sim 1.8$ times lower fluence for a $5\sigma$ detection than the binned method. The former is therefore used for the results presented in this paper.

The unblinding procedure involves applying the likelihood method to the on-time data set after neutrino candidate event selection. For all three emission scenarios the best estimate for the number of signal events ($\langle \hat{n}_s \rangle$) is zero and hence consistent with the null hypothesis. Figure 3 displays preliminary 90% C.L. upper limits for the 41 GRBs on the fluence in the prompt phase (sum of individual spectra as plotted in Fig. 1) and precursor (dashed, [3]). Dark lines—90% C.L. upper limits on the neutrino fluxes obtained with the unbinned likelihood analysis.
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**III. IceCube Sensitivity Study for the Full Detector**

Previous studies have estimated the sensitivity of the completed IceCube to neutrino fluxes from GRBs [24], [25]. We present new results using updated information about the detector, improved simulation, and more accurate calculation of the backgrounds.

We utilize the same methods as in the 22-string search to study the sensitivity of the full 86 string detector. We generate a set of fake GRBs by sampling from the populations observed by the Swift [9] and Fermi [26] satellites and taking their observation rates into account. We distribute these bursts isotropically over the sky and randomly in time to produce a set of 142 fake GRBs in the northern sky for a detector livetime of one year, with 6840 s of total emission during the prompt phase. Currently, we use the average Waxman-Bahcall GRB neutrino flux for all bursts [2]. In the future, it will be replaced by individual spectra. To test the precursor phase, we assume each burst has such emission [3].
lasted for 100 s immediately preceding the observed photons.

As no off-time data is available to determine the background, it is simulated. Atmospheric muons and neutrinos are generated over the full sky and propagated to the detector in the same manner as outlined in section II. The geometry of the full detector is simulated in determining the response to Cherenkov photons. Signal and background are filtered with cuts on quality parameters to create a sample of well-reconstructed, seemingly upgoing events. Further event selection with a machine learning algorithm [27] is then performed to remove the remaining misreconstructed downgoing muons. Afterwards, no atmospheric muons remain in the sample due to the limited amount of Monte Carlo. As no real data is available for comparison, the exact purity of the remaining background sample is unknown, but is estimated to consist of $>95\%$ atmospheric neutrinos below the horizon, while retaining a large fraction of GRB signal neutrinos. The effective area for different declination bands is shown in Fig. 4. Given the detector angular resolution of $\sim1^{\circ}$, we select a search bin radius of $2^{\circ}$ around each fake GRB location, retaining $70$–$90\%$ of signal neutrinos (depending on declination) while dramatically reducing the isotropic background rate. The background is then rescaled to match the emission time window for each burst.

First results of this study indicate that we will be able to detect neutrinos from GRBs in either phase at the $5\sigma$ level in greater than $90\%$ of potential experiments within the first few years of operating the full detector. In the event of non-detection, we will be able to set strict upper limits well below the fluxes predicted by these models.

IV. Conclusions

We have presented results of searches for muon neutrinos from GRBs with the 22-string configuration of the IceCube detector. These searches covered several time windows corresponding to the various phases of the predicted emission. In all cases, the data were consistent with the background only hypothesis. Hence, we place upper limits on the muon neutrino fluences from the different phases, which, however, are not tight enough to constrain any model yet.

We are also performing a detailed sensitivity study for the full 80-string IceCube detector. The preliminary results of this study show that IceCube will be able to detect the neutrino flux predicted by the leading models with a high level of significance within the first few years of operation or, in the event of no observation, place strong constraints on emission of neutrinos from GRBs.
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Abstract. Gamma-ray bursts (GRBs) are one of the few potential sources for the highest energy cosmic rays and one of the most puzzling phenomena in the universe. In their ultra relativistic jets, GRBs are thought to produce neutrinos with energies well in excess of 100 TeV. IceCube, a neutrino telescope currently under construction at the South Pole, will have improved sensitivity to these yet unobserved neutrinos. This contribution describes the methods used for all IceCube neutrino searches from GRBs triggered by satellites. We also present the status of three searches for neutrinos in coincidence with GRBs. The first search seeks to extend existing IceCube 22-string $\nu_\mu$ searches to the high background southern hemisphere bursts. A second search looks for neutrino-induced cascades with the 22-string configuration of IceCube. Another $\nu_\mu$ search is planned for the 40-string configuration of IceCube, and its status is presented here. This paper is a companion of another ICRC IceCube contribution that summarizes the IceCube 22-string northern hemisphere $\nu_\mu$, GRB search results and the expected capabilities of the completed 86-string detector.
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I. INTRODUCTION

Gamma-ray Bursts (GRBs) have been proposed as one of the most plausible sources of the highest energy cosmic rays [1] and high energy neutrinos [2]. The prevalent belief is that the progenitors of so called long-soft GRBs are very massive stars that undergo core collapse leading to the formation of a black hole. Short-hard GRBs are believed to be the product of the merger of binary compact objects such as neutrons stars and black holes leading to the creation of a single black hole. Material is ejected from the progenitor in ultra-relativistic jets which then produce the observed burst of $\gamma$-rays and accelerate particles, including baryons, to high energy. Neutrinos are predicted to be produced in multiple scenarios: while the jet burrows through the envelope of the progenitor of a long-soft burst [3] (TeV precursor), in coincidence with the observed $\gamma$-ray signal [2] (prompt) and as the jet collides with interstellar material or the progenitor wind in the early afterglow phase [4] (EeV early afterglow.)

We use the Waxman-Bahcall model as a benchmark for neutrino production in GRBs. The original calculation with this model used average GRB parameters as measured by BATSE [2]. It was refined by including specific details for individual GRBs [5]. Our neutrino calculations follow this latter prescription. For many GRBs the available information is incomplete. In that case we use average parameters in the modeling of the neutrino flux.

IceCube is a high energy ($E \gtrsim 1 \text{ TeV}$) neutrino telescope currently under construction at the South Pole [6]. The total instrumented volume of IceCube will be $\sim 1 \text{ km}^3$. IceCube indirectly detects neutrinos by measuring the Cherenkov light from secondary charged particles produced in neutrino-nucleon interactions. A total of 5160 Digital Optical Modules (DOMs) arranged in 86 strings frozen in the ice are planned. The results presented here correspond to the 22- and 40-string configurations. AMANDA-II [7], IceCube’s predecessor array, had an instrumented volume $\approx 60$ times smaller than that of the full IceCube. Searches of neutrinos in coincidence with GRBs by AMANDA have been reported with negative results [8], [9].

The two main channels for detecting neutrinos with IceCube are the muon and the cascade channels. Charged current interactions of $\nu_\mu$, produce muons that, at TeV energies, travel for several kilometers in ice. For the muon channel the detectors are mainly sensitive to up-going muons as the Earth can be used to shield against the much larger flux of down-going atmospheric muons. Because the neutrino-induced muon spectrum from GRBs is expected to be much harder than cosmic-ray induced muons GRB neutrino searches can be extended to the southern hemisphere are shown in section III. Searches for neutrinos from GRBs in the muon channel benefit from good angular resolution ($\sim 1^\circ$ for $E_\nu > 1 \text{ TeV}$) and from the long range of high energy muons. In the cascade channel the detectors are sensitive to all neutrino flavors through various interaction channels. In this case almost all of the neutrino energy is deposited in a narrow cylinder of O(10 m) in length; point-like compared to IceCube dimensions. The cascade channel analyses benefit from good energy resolution ($\sim 0.1 \text{ in } \log_{10} E$) and from $4\pi$ sr sensitivity. Complex event topologies can also arise from $\nu_\tau$-induced events for energies above $\gtrsim 1 \text{ PeV}$ [10].
There are several methods for searching for neutrinos from GRBs. The present contribution and its companion [11] are satellite triggered searches. A list of GRB times and sky localizations is obtained from satellites, such as Swift, Fermi and others. From the perspective of IceCube, the ideal GRB that is a source of neutrinos has a high photon fluence, a well measured spectrum, redshift and other electromagnetic properties and is localized with higher accuracy than the pointing resolution of IceCube (\(\sim 1^\circ\) for the completed detector). Therefore wide field of view searches are preferable even at the expense of reduced sensitivity. In that respect, Fermi is the main source of GRBs expected to produce neutrinos. Fermi started operations in summer 2008, before this time, the main source of GRBs for study was Swift.

To avoid potential biases, all satellite triggered searches are conducted using blind analysis methods. The on-time window around each GRB is left unexamined, except for low level quantities that allow to establish the stability of the detector. The length of the on-time window depends on the analysis. The remainder of the data collected by IceCube, or off-time window, are used to measure the background experimentally. The on-time window is studied (unblinded) only once the analysis procedure has been fully established.

Searches for GRB neutrinos are performed if the detector is determined to have been in a period of stable operation according to general data requirements developed and shared by the IceCube collaboration. In addition the time difference between consecutive events is calculated. At trigger level and for initial event selection criteria the event rate in IceCube is dominated by atmospheric muons produced in cosmic ray showers. Given uncorrelated cosmic rays the time difference between consecutive events is expected to fall exponentially with time and the time constant should correspond to the inverse of the detector event rate. Finally a histogram of the frequency of number of events in 10 s bins is fitted with a Gaussian distribution. Deviations from a normal distribution, measured by a reduced \(\chi^2\), indicate periods of high or low detector event rate. Only GRBs corresponding to stable detector periods are considered.

Neutrinos are simulated using an implementation of the ANIS code [12] and atmospheric muons using the CORSIKA air shower simulation package [13]. Propagation of neutrinos and muons through the Earth and ice are performed with ANIS and MMC [14]. The photon signal in the DOMs is determined from a detailed simulation [15] of the propagation of Cherenkov light from muons and showers through the ice. This is followed by a simulation of the DOM electronics and the trigger. The DOM signals are then processed in the same way as the data. The theoretical models tested have been corrected to take into account neutrino oscillations.

### II. Satellite Triggered Searches for Neutrinos in Coincidence with GRBs

In this analysis we search for muon neutrinos emitted in the prompt phase from GRBs in the southern hemisphere (negative declination). We use filtered data collected with the IceCube detector in its 22-string configuration between May 2007 and April 2008 for bursts with declination \(> -40^\circ\). Very low level data taken within two hours of a burst trigger is used for those with declination \(< -40^\circ\). In both cases, the data taken \(\pm 20\) minutes from the burst trigger is considered to be the on-time window. Following the stability procedure described in section II we find that two of the 42 southern hemisphere bursts do not pass the data quality criteria or have missing data during the prompt emission windows. For the remaining 40 GRBs, these tests show no indications of abnormal behavior of the detector.

Tracks are reconstructed using a log-likelihood reconstruction method [16]. A fit of a paraboloid to the region around the minimum in the log-likelihood function yields an estimate of the uncertainty on the reconstructed direction. Various quality parameters and energy related parameters are derived from the results of some other reconstructions discussed in [16] and [17].

The track quality and energy related variables are combined using a machine learning algorithm. The algorithm used was a Support Vector Machine (SVM) [18] with a radial basis function kernel. One SVM was trained for the filtered dataset after a loose preselection of events and another was trained on the low level dataset. In both cases, off-time background data is taken as the background and all-sky neutrino simulation is used as the signal. The result is an SVM classification between -1 (background-like) and 1 (signal-like) for all events.

An unbinned likelihood method like the one described in [19] was used to search each on-time window. This method avoids using restrictive selection criterion to throw away events but instead uses probability density functions (PDFs) to evaluate whether events are more likely to be signal or background. The signal, \(S(\vec{x}_i)\), and background, \(B(\vec{x}_i)\), PDFs are each the product of a time, a space, and an SVM PDF.

The space signal PDF is a two-dimensional Gaussian determined from the paraboloid fit. The time PDF is flat over the respective time window and falls off on both sides with a Gaussian distribution with width equal to the time window length. The SVM PDF is determined from the SVM classifier distribution for simulated signal events.

For the space background PDF the detector asymmetries in zenith and azimuth are taken into account by evaluating the off-time data in the detector coordinate system. The time distribution of the background during a GRB is flat over the entire on-time window. The SVM PDF is again determined from the SVM classifier distribution of off-time background data.

All PDFs are combined in an extended log-likelihood function [20] where the sum runs over all reconstructed
tracks in the final sample. The variable \( \langle n_b \rangle \) is the expected mean number of background events, which is determined from the off-time data set. The mean number of signal events, \( \langle n_s \rangle \), is a free parameter which is varied to maximize the expression
\[
\ln (\mathcal{R}(\langle n_s \rangle)) = -\langle n_s \rangle + \sum_{i=1}^{N} \ln \left( \frac{\langle n_s \rangle S_{\text{tof}}(\vec{x}_i)}{\langle n_b \rangle B_{\text{tof}}(\vec{x}_i)} + 1 \right)
\]
(1)
in order to obtain the best estimate for the mean number of signal events, \( \langle n_s \rangle \).

To determine whether a given data set is compatible with the background-only hypothesis, \( 10^8 \) background data sets for the on-time windows are generated from off-time data by randomizing the track times while taking into account the downtime of the detector. For each of these data sets the \( \ln(\mathcal{R}) \) value is calculated. The probability for a data set to be compatible with background is given by the fraction of background data sets with an equal or larger \( \ln(\mathcal{R}) \) value. The sensitivity of each search is determined by injecting simulated signal events into these randomizations and observing the resultant \( \ln(\mathcal{R}) \) distribution. This allows for the calculation of the Model Detection Factor (MDF) for each analysis (figure 2). The MDF is the ratio of the lowest signal fluence required for a detection with the required significance and power to the predicted fluence [21].

### IV. IceCube 22-string Cascade Search

We are currently conducting a search for neutrino-induced cascades in the prompt phase for 81 GRBs at all declinations in coincidence with data from stable detector periods (see section II for details) collected with IceCube in its 22-string configuration. The on-time period for this analysis is \( \pm 1 \) hour. The off-time is the remainder of the data collected by IceCube with 22 strings between May 2007 and April 2008 with a livetime of \( \sim 269 \) days.

The analysis proceeds in three steps. First, a preliminary selection of cascade-like events is performed online at the South Pole. Second, the South Pole filtered data are reconstructed by minimizing log-likelihood functions that take into account the propagation of photons through ice from the source to the digital optical modules [16]. The reconstructions are performed for both a muon hypothesis and a cascade hypothesis. The muon hypothesis reconstruction provides a position, a direction, time and several quality parameters that describe how appropriately the muon hypothesis fits the data. The cascade hypothesis reconstruction provides a candidate neutrino interaction vertex, time, cascade energy and quality parameters. After the reconstruction further selection criteria are applied:

- \( L_{\mu} - L_{\text{cascade}} > -16.2 \). The difference in the log-likelihood quality parameters for the muon and cascade reconstruction identifies events that are better described by the cascade hypothesis.
- \( \theta_\mu > 73^\circ \). Events that match a down-going muon are rejected. Here the \( \theta_\mu = 0^\circ \) represents a vertical down-going muon.
- \( L_{\text{cascade}}/(N_{\text{hit}} - 5) < 8.0 \). Cascade events that are low energy or too far from the detector are reconstructed poorly. We use the cascade hypothesis reduced log-likelihood quality parameter to select well reconstructed cascade events.
- \( N_{\text{hit}}/N_{\text{hit}} < 0.1 \). This quantity is a simple cascade energy proxy because it is equivalent to the surface to volume ratio of a spherical pattern of light. \( N_{\text{hit}} \) measures the number of DOMs in an event that have only one hit (typically one photo-electron), \( N_{\text{hit}} \) measures the total number of hits.

For the optimization of the selection criteria we are currently using the Waxman-Bahcall spectrum [2] for the expected \( \nu_e + \bar{\nu}_e \) signal. After applying the selection criteria described above, we expect 0.36 \( \nu_e + \bar{\nu}_e \) from 81 GRBs. Because Swift is the main source of GRBs for this analysis, we expect the typical GRB to be about one order of magnitude dimmer than what was assumed for the Waxman-Bahcall spectrum\(^1\). If a detailed per-burst simulation is performed we expect a significantly lower signal rate. After applying the selection criteria described above \( \approx 1.5 \times 10^5 \) events remain in the off-time data.

\(^1\)The Waxman-Bahcall model assumed BATSE average GRB parameters, especially \( z_{\text{GRB}} = 1 \), while Swift’s mean observed redshift is significantly higher.
For the third and final part of the analysis we discriminate signal from background with a neural network that uses the parameters described above plus the reconstructed energy of the cascade hypothesis and a topological parameter that discriminates long (muon) from spherical (cascade) events. A cut on the neural network parameter provides the final discrimination between signal and background.

V. IceCube 40-string Muon Search

IceCube began operating with 40 strings on April 5, 2008 and continues to collect data in this configuration at the time of writing. During this time IceCube remained extremely stable and maintained a livetime of approximately 95%. These additional strings give IceCube a fiducial volume of approximately 0.5 km$^3$ making it the largest neutrino detector to date. This section will cover the analysis of the northern hemisphere bursts. An analysis of the southern hemisphere bursts will follow.

To date there have been 116 northern hemisphere GRBs reported via GCN circulars during 40-string operations. The launch of the Fermi Gamma-Ray Space Telescope with the Gamma-Ray Burst Monitor (GBM) has greatly increased the number of bursts available for analysis. However, the GBM bursts are usually poorly localized and have 1 sigma uncertainties spanning from 1 to 15 degrees. In addition there are several bursts detected by other satellites of the InterPlanetary Network (IPN), including the brightest burst in the sample, GBR080408B, which result in a total of 48 bursts with localization uncertainties of larger than one degree. In order to search regions of the sky larger than IceCube’s angular resolution of approximately 1.5 degrees, new methods must be utilized. Utilizing the unbinned likelihood analysis presented in section III, an extended source hypothesis must be created that takes into account both the GRB’s localization error and IceCube’s angular uncertainty:

$$S_{\text{Space}}(\vec{x}) = \frac{1}{N} \int_{4\pi} d\Omega \cdot e^{-\left(\frac{\vec{r} - \vec{r}_{\gamma}}{\sigma_{\gamma}}\right)^2 - \frac{\vec{r} - \vec{r}_{\nu}}{\sigma_{\nu}}^2}$$

where $\vec{r}_{\gamma}$ and $\sigma_{\gamma}$ are the location and uncertainty of the GRB as reported in the GCN circular, $\vec{r}_{\nu}$ and $\sigma_{\nu}$ are the uncertainty of the IceCube neutrino candidate, and $N$ is a normalization.

Sensitivity studies are currently being performed and will be available soon.

VI. Conclusions

Satellite triggered searches for neutrinos in coincidence with GRBs use many common techniques. The southern hemisphere $\nu_{\mu}$ search is a first attempt to extend IceCube’s sensitivity to GRBs into the higher background region above the horizon. The cascade search provides sensitivity to all neutrino flavors over 4 sr. The 40-string search provides greater sensitivity due to IceCube’s growing effective area and greater number of burst triggers from Fermi.

Fig. 3. The Calculated Neutrino Spectrum for 102 of the 116 northern hemisphere bursts for which spectral information was available. The Sum of the Neutrino spectrum is plotted along with the Average Waxman and Bahcall spectrum for a single burst and for 102 bursts.

Fig. 4. Effective Area of 40 string IceCube.
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Abstract. An innovative method to detect high-energy neutrinos from Gamma Ray Bursts (GRBs) is presented. The procedure provides a good sensitivity for both prompt, precursor and afterglow neutrinos within a 2 hour time window around the GRB trigger time. The basic idea of the method consists of stacking of the observed neutrino arrival times with respect to the corresponding GRB triggers. A possible GRB neutrino signal would manifest itself as a clustering of signal candidate events in the observed time profile. The stacking procedure allows to identify a signal even in the case of very low rates. We outline the expected performance of analysing four years of AMANDA data (2005–2008) for a sample of 130 GRBs. Because of the extreme optical brightness of GRB080319B, it might be that this particular burst yielded multiple detectable neutrinos in our detector. As such, the method has also been applied to the data of this single burst time profile. The results of this analysis are presented in a separate section.
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I. INTRODUCTION

Gamma Ray Bursts are among the most promising sources for high-energy neutrino detection: the accurate localization and timing information presently available, enable very effective background reduction for high-energy neutrino detectors. Yet, no previous search for GRB neutrinos has led to a discovery [1], [2]. As most models of a GRB jet predict neutrino formation simultaneous with the prompt γ emission, previous analyses aim to discover neutrinos that arrive simultaneously with the prompt photons. However, it might be that the main GRB neutrino signal is not simultaneous with the prompt gammas, either in production or arrival at the Earth.

A variety of the models predict the formation of high-energy neutrinos at different stages in the evolution of a GRB. Afterglow models predict a significant neutrino flux a few seconds after the prompt emission [3], [4]. The existence of multiple colliding shells in a GRB jet [5] may also lead to a time difference between high-energy gamma emission and neutrinos. Even if the neutrinos and photons are produced at the same stage of the evolution of the GRB jet, a time difference at the observer may be present: as the jet evolves, it will become transparent for photons at a later stage than for neutrinos. Therefore, neutrinos might be able to escape the source region well before the high-energy photons. This will depend heavily on the actual stage in the evolution of the jet.

For our analysis we use the data of the AMANDA-II detector at the South Pole [6] to look for a neutrino signal. Our analysis method is aimed to be less model dependent than previous GRB analyses. It is insensitive to a possible time difference between the arrival of the prompt photons and the high-energy neutrino signal. We limit the dependence on the expected neutrino spectrum by not using any energy dependent selection criteria. We only use directional selection parameters based on the reconstructed muon track, resulting from an incident muon neutrino [6]. As the detectable number of signal neutrinos in our detector per GRB is very low [7] ($\ll 1$), our method is designed to allow for gaining sensitivity to a GRB neutrino signal by stacking neutrino data of multiple GRBs around their trigger time. Those stacked time profiles can be analysed using the same techniques as the time profile of a single GRB. We first outline the analysis method itself, then we give the results of applying this method to GRB080319B, the most luminous GRB observed to date.

II. THE ANALYSIS METHOD

We look for signal events correlated with the GRB direction and time. As the background of our detector, which consists of cosmic ray events, is not correlated, we start by filtering the data for a GRB coincidence, both spatially and temporally. The exact selection parameters we use are optimized as outlined in section III.

The GRB data that passes the cuts has a certain time-distribution with respect to the GRB trigger time. The background events that pass the cuts will be uniformly distributed in time with respect to the GRB trigger. A possible GRB signal will be clustered in time. Note that this argument also holds for the case of stacking multiple GRB time windows, which is the main purpose of this analysis method. Here we assume that the intrinsic time difference between photons and neutrinos is a characteristic feature for all GRBs in our sample. Obviously we aim to have all GRB signal neutrinos ending up in the same time-bin. Therefore, the usage of a too small time bin will reduce the sensitivity as signal entries will end up in different bins. Using a too large time bin also reduces the sensitivity as background entries will start to dominate the bins. We estimate the timespread of the neutrino signal to be of the same order of the observed photonic GRB duration: the $T_{90}$ time, defined as the time in which 5% – 95% of the GRB fluence was detected. This is a safe estimate as the intrinsic...
timespread of the neutrino signal will not be larger than that of the photons: as the source region will always be more opaque for photons than for neutrinos, the photon signal will spread more in time than the neutrino signal. We have chosen a conservative bin size of 60 s, resulting in 120 time bins in our 2 hour window.

The probability of observing a certain time distribution given a uniform background distribution, of in total \(n\) entries divided over \(m\) time bins, is given by the multinomial distribution [8]:

\[
p(n_1, n_2, \ldots, n_m | n, m) = \frac{n!}{n_1! \cdots n_m!} p_1^{n_1} \cdots p_m^{n_m} \equiv p. \tag{1}
\]

Here \(p_i\) is the probability of an entry ending up in bin \(i\). In case of a uniform background this is simply \(m^{-1}\). The \(n_i\) represents the number of entries in bin \(i\). We derive the bayesian \(\Psi \equiv -10 \log p\) [9]:

\[
\Psi = -10 \left[ \log n! + \sum_{k=1}^{m} (n_k \log p_k - \log n_k!) \right]. \tag{2}
\]

If the observation is due to the expected background, a low \(\Psi\) value will be obtained. Deviations from the expected background will result in increased \(\Psi\) values.

We intend to compare the \(\Psi\) value of the observed data, including a possible signal, with the distribution of uniform background \(\Psi\) values. We obtain such background sets by (uniformly) randomizing the entries in the two hour time window, keeping the total number of entries constant to what we find in the data. In case of a large signal contribution, this may result in underestimating the significance of the signal. However, for such a high signal contribution we will be able to claim discovery anyway. To claim a discovery we require at least a 5\(\sigma\) level, which means that only a fraction of \(5.73 \times 10^{-7}\) (the corresponding \(P\)-value) of all the \(\Psi\)s of the various background sets is allowed to exceed some threshold \(\Psi_0\). In case the \(\Psi\) value of our observed data is larger than \(\Psi_0\), we have a discovery.

In order to reach the necessary accuracy, we perform \(10^8\) randomizations of all the data events that pass the criteria and calculate the \(\Psi\) value of each randomization to obtain a background \(\Psi\) distribution. In figure 1 we give one example of our parameter space. Here \(n = 13\) entries exist in our simulated observation time window of 120 bins.

As an example, one might observe a time distribution, consisting of 3 signal events in a single bin and 10 randomly distributed background entries, which is shown in figure 2. The \(\Psi\) value associated with this distribution equals 186.15. When comparing with the background \(\Psi\) distribution of figure 1 it becomes clear that this corresponds to a \(P\)-value of \(1.13 \times 10^{-3}\) above the observed \(\Psi_0 = 186.15\). For a 5\(\sigma\) discovery we need this fraction to be less than \(5.73 \times 10^{-7}\). Therefore, observing a time profile like figure 2 will not result in a significant discovery.

### III. Optimization of the Selection Parameters

The significance of our observation is determined by the method outlined in section II. Before we do this we need to optimize the directional parameter values which we use for selecting the final event sample by means of a blind analysis. In order to stay comparable to previous analyses, we will use the standard Model Discovery Factor (MDF) [10], [11] to determine the optimum of our parameter space. At those optimal settings the standard Model Rejection Factor (MRF) [12] is calculated.

The average expected number of background counts per time bin \(\mu_b\) is calculated by simply dividing the total number of observed entries in the time window by the number of time bins. This is justified by the assumption that the expected signal is much smaller than the background \(\mu_b \gg \mu_s\). We optimize the selection parameters for a 5\(\sigma\) discovery. The significance we use in the calculation of the MDF is corrected for a trial factor due to the number of bins.

By systematically going through the grid of our parameter space, we reach the parameter values corresponding to a minimum MDF, i.e. we optimize our analysis for discovery. In case of no discovery, the MDF at these settings will provide a flux upper limit. Since we optimize our parameters on the randomized data itself, our background set consists of randomized background plus signal entries. For parameter settings where less than four entries pass, the \(\Psi\) statistics cannot result in a discovery: all possible \(P\)-value exceed \(5.73 \times 10^{-7}\). Therefore, we require that at our optimal thresholds, at least four events pass our filter. This is achieved by slightly relaxing the selection criteria.
IV. THE GRB080319B AMANDA ANALYSIS

Even though the expected number of signal neutrinos for an average GRB is extremely low, the atypical GRB080319B might yield an unusually strong neutrino signal justifying an individual neutrino analysis. The analysis of IceCube data [13] was confined to 10 minutes around the GRB trigger time. No neutrino signal was found. We analyse a larger data block from one hour before till one hour after the trigger time, and use the same spectrum as in [13] for our optimization and limit:

\[
\frac{dN_\nu}{dE_\nu} = \begin{cases} 
6.620 \times 10^{-16} \times E_\nu^{0.59} & \text{if } E_\nu \leq E_1; \\
0.768 \times E_\nu^{-2.145} & \text{if } E_1 \leq E_\nu \leq E_2; \\
6.690 \times E_\nu^{-4.145} & \text{if } E_\nu \geq E_2,
\end{cases}
\]

with the fluence, \(dN_\nu/dE_\nu\), in (GeV cm\(^2\) s\(^{-1}\))\(^{-1}\) and the break energies: \(E_1 = 322.064\) TeV; \(E_2 = 2952.35\) TeV.

For our time profile we use a bin size of 60 s, roughly the \(T_{90}\) of this burst. While we expect this to be wide enough for the GRB neutrino signal to fit in one bin, a possible neutrino signal can be spread over two adjacent bins. This obviously lowers the significance of the observation. Therefore, in case we do not find a 5\(\sigma\) result with our initial analysis, we compensate for this binning effect by performing our analysis a second time, where we shift our bins by half a binwidth.

Using a simulated neutrino fluence following the spectrum (3), we obtain the optimum of our parameter space following the method of section III. We find at the optimal parameter settings a 5\(\sigma\) MDF of 123.65 and have six events passing the filter. Based on the GRB spectrum we expect 0.064 signal entries to pass the filter. We find (at 90\% confidence level) an MRF of 38.8 for the GRB spectrum. Likewise, using a generic \(E^{-2}\) spectrum, we obtain at these settings a limit of \(E^2dN_\nu/dE_\nu = 1.11 \times 10^{-2}\) (GeV cm\(^2\) s\(^{-1}\))\(^{-1}\) at 90\% confidence level. Note that these limits are conservative as the \(\Psi\) statistics we use to claim discovery is more sensitive than the Poisson statistics on which the MRF is based.

The previous analysis of IceCube data [13] quotes a sensitivity at a fluence of 22.7 times the expected spectrum at 90\% C.L. for prompt emission. We find a 90\% C.L. limit at 38.8 times the expected spectrum for a neutrino signal arriving in the central bin. This difference can be seen in figure 3, where the limits of both analyses are given.

The neutrino effective areas for the AMANDA detector for this analysis are given in figure 4. It is given at both trigger level and at the level where all our selections have been applied. The ratio between the 2 histograms is the signal passing rate, which, for the GRB spectrum (3), equals 49.4\%.

The time profile we find after unblinding is consistent with the background-only hypothesis. Repeating the analysis with shifted time bins does not change this.

V. THE STACKING ANALYSIS

In this section we present the expected results of analysing the stacked AMANDA data of 130 GRBs between 2005 and 2008. These well-localized bursts are all in the Northern hemisphere to reduce the background due to atmospheric events. The time profile of each GRB is sampled to form a stacked time profile.

Due to the different redshifts of the GRBs in the sample, the effect of cosmological time dilation on the intrinsic time difference between photons and neutrinos will result in a timespread on the arrival of the neutrino signal. This spread will increase for larger time differences. We compensate for this by enlarging the bin sizes for bins further away from the trigger. Each bin will be enlarged by a factor of \(\langle z \rangle + 1\), where \(\langle z \rangle\) is the average redshift of the GRBs in our sample. We choose to have our central bin range from \(-T_{90}\) to \(-30\) s to \(T_{90}\) to \(30\) s, allowing for a scatter in the neutrino arrival time of the average length of the photon signal. The second bin is a factor of \(\langle z \rangle + 1 \approx 3\) larger than the maximum scatter we allow in the center bin and ranges \([30, 120]\) s and \([-120, -30]\) s. The next bin is again a factor of 3 larger.

The fact that the bins in our time window have unequal sizes does not influence our method. It is simply taken into account by using, for each bin, the correct \(p_v\), the probability for an entry to fall in that bin, see equation (2). Let us consider the same time profile as above (figure 2) with these new bin settings. This leads to the time profile as given in figure 5. Because our time window now has variable binning, the configuration itself changed significantly with respect to the regular...
case of figure 2. Hence the new \(\Psi\) value of our observation (63.44) differs from the previously found value. The background \(\Psi\) distribution of figure 1 will change accordingly. Following our example, one can study the

effect of the variable binning on the significance of our time profile for different signal strengths. From table I one can see that introducing variable bin sizes slightly lowers the significance of our observations (their P-value) for a signal falling in the center bin.

For the optimization of the selection parameters we use both a Waxman-Bahcall and a generic \(E^{-2}\) spectrum. Again, we optimize for discovery using the standard MDF. As a result from the various binsizes, the limit of this analysis depends on the bin size, and therefore depends on the time difference with the GRB trigger. The sensitivity of this analysis for each bin in our

time window are given in table II. For the central bin we

have shown the limits in figure 6. Note that these limits only apply to a neutrino signal arriving simultaneously with the prompt photon emission.

VI. DISCUSSION

Currently, the most restrictive muon neutrino upper limit has been determined by AMANDA at \(E^2dN_\nu/dE_\nu \leq 1.7 \times 10^{-8}\) GeV cm\(^{-2}\) sr\(^{-1}\) based on a sample of over 400 GRBs and for the Waxman-Bahcall spectrum at 1 PeV [2]. For our analysis no energy dependent selection parameters are used and the optimum of the selection parameters is independent of the source spectrum we use. As such, our analysis is less model dependent and it allows for a possible time difference between photons and neutrinos. Furthermore, the stacking procedure provides sensitivity even in the case of very low individual GRB rates. As such, the present analysis has the potential of detecting precursor and afterglow neutrinos in addition to prompt ones.

The method may also be used to analyse the data of individual GRBs. By construction our method is slightly less sensitive compared to a model dependent analysis of a single time bin. The effective area of the complete IceCube detector will be at least \(\sim 150\) times larger than AMANDA’s [14]. Applying our analysis on one year data of the full IceCube, would result in a sensitivity well below the predicted Waxman-Bahcall spectrum.
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Abstract. Three-quarters of the 1 km$^3$ neutrino telescope IceCube is currently taking data. Current models predict high-energy neutrino emission from transient objects like supernovae (SNe) and gamma-ray bursts (GRBs). To increase the sensitivity to such transient objects we have set up an optical follow-up program that triggers optical observations on multiplets of high-energy muon-neutrinos. We define multiplets as a minimum of two muon-neutrinos from the same direction (within 4$^\circ$) that arrive within a 100 s time window. When this happens, an alert is issued to the four ROTSE-III telescopes, which immediately observe the corresponding region in the sky. Image subtraction is applied to the optical data to find transient objects. In addition, neutrino multiplets are investigated online for temporal and directional coincidence with gamma-ray satellite observations issued over the Gamma-Ray Burst Coordinate Network. An overview of the full program is given, from the online selection of neutrino events to the automated follow-up, and the resulting sensitivity to transient neutrino sources is presented for the first time.
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I. INTRODUCTION

When completed, the in-ice component of IceCube will consist of 4800 digital optical modules (DOMs) arranged on 80 strings frozen into the ice, at depths ranging from 1450m to 2450m [1]. Furthermore there will be six additional strings densely spaced at the bottom half of the detector. The total instrumented volume of IceCube will be 1 km$^3$. Each DOM contains a photomultiplier tube and supporting hardware inside a glass pressure sphere. The DOMs indirectly detect neutrinos by measuring the Cherenkov light from secondary charged particles produced in neutrino-nucleon interactions. IceCube is most sensitive to neutrinos within an energy range of TeV to PeV and is able to reconstruct the direction of muon-neutrinos with a precision of $\sim$1$^\circ$.

The search for neutrinos of astrophysical origin is among the primary goals of the IceCube neutrino telescope. Source candidates include galactic objects like supernova remnants as well as extragalactic objects like Active Galactic Nuclei and Gamma-Ray Bursts [9][10]. Offline searches for neutrinos in coincidence with GRBs have been performed on AMANDA and IceCube data. They did not lead to a detection yet, but set upper limits to the predicted neutrino flux [13]. While the rate of GRBs with ultra-relativistic jets is small, a much larger fraction of SNe not associated with GRBs could contain mildly relativistic jets. Such mildly relativistic jets would become stalled in the outer layers of the progenitor star, leading to essentially full absorption of the electromagnetic radiation emitted by the jet. Hence, with the postulated presence of mildly relativistic jets one is confronted with a plausible but difficult-to-test hypothesis. Neutrinos may reveal the connection between GRBs, SNe and relativistic jets. As was recently shown, mildly relativistic jets plowing through a star would be highly efficient in producing high-energy neutrinos [5]–[7]. The predicted neutrino spectrum follows a broken power law and Fig. 1 shows the expected signal spectrum for neutrinos produced in kaon and pion decay in the supernovae-jet model of Ando and Beacom [5].

Fig. 1: Neutrino event spectrum in the IceCube detector, from kaon and pion decay in the supernovae-jet model of Ando and Beacom [5].
of-Opportunity (ToO) notice is sent to the ROTSE-III network of robotic telescopes. These telescopes monitor the corresponding part of the sky in the subsequent hours and days and identify possible transient objects, e.g. through detection of rising supernova light-curves lasting several days. If in this process a supernova is detected optically, one can extrapolate the lightcurve or afterglow to obtain the explosion time [2]. For SNe, a gain in sensitivity of about a factor of 2-3 can be achieved through optical follow-up observations of neutrino multiplets [4]. In addition to the gain in sensitivity, the follow-up program offers a chance to identify its transient source, be it a SN, GRB or any other transient phenomenon.

II. NEUTRINO ALERT SYSTEM

IceCube’s optical follow-up program has been operating since fall of 2008. In order to match the requirements given by limited observing time at the optical telescopes, the neutrino candidate selection has been optimized to obtain less than about 25 background multiplets per year. The trigger rate of the 40 string IceCube detector is about 1000 Hz. The muon filter stream reduces the rate of down-going muons created in cosmic ray showers dramatically by limiting the search region to the Northern hemisphere and a narrow belt around the horizon. The resulting event stream of 25 Hz is still dominated by misreconstructed down-going muons. Selection criteria based on track quality parameters, such as number of direct hits\(^1\), track length and likelihood of the reconstruction, yield a reduced event rate of 1 event/(10 min). The optimized selection criteria are relaxed to improve the signal efficiency, 50% of the surviving events are still misreconstructed down-going muons, while 50% are atmospheric neutrinos. During the antarctic summer 2008/2009, 19 additional strings were deployed, which have been included in the data taking since end of April 2009. To take into account an enhancement in the rate due to the increased detector volume, the selection criteria have been adjusted and will yield a cleaner event sample containing only 30% misreconstructed muons. From this improved event sample, neutrino multiplet candidates with a time difference of less than 100 s and with an angular difference (or ‘space angle’) of less than 4° are selected. The choice of the time window size is motivated by jet penetration times. Gamma-ray emission observed from GRBs has a typical length of 40 s, which roughly corresponds to the duration of a highly relativistic jet to penetrate the stellar envelope. The angular difference is determined by IceCube’s angular resolution. Assuming single events from the same true direction, 75% of all doublets are confined to a space angle of 4° after reconstruction. Once a multiplet is found, a combined direction is calculated as a weighted average of the individual reconstructed event directions, with weights derived from the estimated direction resolution of each track. The resolution of the combined direction is up to a factor of 1/\(\sqrt{2}\) better than that of individual tracks. The multiplet direction is sent via the network of Iridium satellites from the South Pole to the North, where it gets forwarded to the optical telescopes. At this point in time, due to limited parallelization of the data processing at the South Pole a delay of 8 hours is accumulated. In the near future, the online processing pipeline will be upgraded, reducing the latency drastically to the order of minutes. A total of 14 alerts have passed the selection criteria and were sent to the telescopes within 7 months of operation.

III. OPTICAL FOLLOW-UP OBSERVATIONS

At the moment IceCube alerts get forwarded to the Robotic Optical Transient Search Experiment (ROTSE) [3]. Additions to the list of participating telescopes are planned. ROTSE-III is dedicated to observation and detection of optical transients on time scales of seconds to days. The original emphasis was on GRBs while it more recently has also started a very successful SN program. The four ROTSE-III telescopes are installed around the world (in Australia, Namibia, the USA and Turkey). The ROTSE-III equipment is modest by the standards of modern optical astronomy, but the wide field of view and the fast response permit measurements inaccessible to more conventional instruments. The four 0.45 m robotic reflecting telescopes are managed by a fully-automated system. They have a wide field of view (FOV) of 1.85° × 1.85° imaged onto a 2048 × 2048 CCD, and operate without filters. The cameras have a fast readout cycle of 6 s. The limiting magnitude for a typical 60 s exposure is around 18.5 mag, which is well-suited for a study of GRB afterglows during the first hour or longer. The typical full width at half maximum (FWHM) of the stellar images is smaller than 2.5 pixels (8.1 arcseconds). Note that ROTSE-III’s FOV matches the size of the point spread function of IceCube well.

Once an IceCube alert is received by one of the telescopes, the corresponding region of the night sky will be observed within seconds. A predefined observation program is started: The prompt observation includes thirty exposures of 60 seconds length \(^2\). Follow-up observations are performed for 14 nights. Eight images with 60 seconds exposure time are taken per night. The prompt observation is adjusted to the typical rapidly decaying lightcurve of a GRB afterglow, while the follow-up observation of 14 days permits the identification of an increasing SN lightcurve. Once the images are taken, they are automatically processed at the telescope site. Once the data is copied from the telescopes, a second analysis is performed off-line, combining the images from all sites. Image subtraction is performed according

\(^1\)Hits that are measured within \([-15\text{ns},75\text{ns}]\) from the predicted arrival time of Cherenkov photons, without scattering, given by the track geometry.

\(^2\)Once the delay caused by data processing at the South Pole (see section II) is reduced to the order of minutes, the prompt observation will include ten short observations of 5 seconds, ten observations of 20 seconds and twenty long exposures of 60 seconds.
the methods presented in [8]. Here the images of the first night serve as reference, while the images from the following nights are used to search for the brightening of a SN lightcurve.

IV. Sensitivity

The sensitivity of the optical-follow up program is determined by both IceCube’s sensitivity to high energy neutrino multiplets and ROTSE-III’s sensitivity to SNe. We will distinguish two cases: The first being that no optical counterpart is observed over the course of the program (assuming 25 alerts per year) and the second that a SN is identified in coincidence.

A. No Optical Counterpart Discovered

With no coincident SN observed, one obtains an upper limit on the average number of SNe that could produce a coincidence: \( N_{\text{IC}}^{\text{ROTSE}} < 2.44 \) (for 90% confidence level). Constraints on a given model are obtained by demanding that the model does not predict a number in excess of the SN event upper limit. We construct a simple model based on Ando & Beacom type SNe [5]. We introduce two parameters: The first is the rate of SN producing neutrinos \( \rho = (4/3\pi r^{-3})^{-1}10^{-4} \rho_{2e-4}\text{Mpc}^{-3}\text{yr}^{-1} \). Note that \( \rho_{2e-4} = 1 \) corresponds to one SN per year in a 10 Mpc sphere, about the rate of all core-collapse SNe in the local Universe [12]. Since we expect only a subset of SNe to produce high energy emission, one can assume \( \rho_{2e-4} < 1 \). The second parameter is the hadronic jet energy \( E_{\text{jet}} = 3 \cdot 10^{51} \text{ergs} \) and we choose to scale the flux normalization of the model of Ando & Beacom, \( F_{0} \), by \( \varepsilon_{\text{jet}}^{\text{IC}} \). Fig. 2 shows the constraints that one can place on the density and jet kinetic energy in the \( E_{\text{jet}} - \rho \) plane. The basic shape of the constraints that can be obtained in the \( E_{\text{jet}} - \rho \) plane can be understood from the following considerations. The number of neutrinos depends on the jet energy and the distance: \( N_{\nu} \propto \varepsilon_{\text{jet}}^{\text{IC}} \cdot r^{-2} \). The program requires at least \( N_{\nu, \text{min}} = 2 \) detected neutrinos in IceCube. A SN with jet energy \( \varepsilon_{\text{jet}}^{\text{IC}} \) produces \( N_{\nu, \text{min}} \) neutrinos if it is closer than \( r_{\text{max}} \): \( N_{\nu, \text{min}} \propto \varepsilon_{\text{jet}}^{\text{IC}} \cdot r_{\text{max}}^{-2} \), which yields \( r_{\text{max}} \propto \varepsilon_{\text{jet}}^{\text{IC}} \cdot 1/2 \). The volume \( V \) limited by \( r_{\text{max}} \) contains \( N_{\text{SN}} \propto \rho_{2e-4} \cdot r_{\text{max}}^{3} \) SN that can produce two neutrinos. Therefore the number of detection \( N_{\text{SN}}^{\text{IC}}/\text{ROTSE} \) is given by \( N_{\text{SN}}^{\text{IC}}/\text{ROTSE} \propto \rho_{2e-4}^{2/3} \cdot (\varepsilon_{\text{jet}}^{\text{IC}})^{3/2} \). For normalization we use Ando & Beacom-like SNe, which occur at a rate of \( \rho_{2e-4} = 1 \) with GRB-like energies \( (\varepsilon_{\text{jet}}^{\text{IC}}) = 1 \) and yield \( N_{\text{SN}}^{\text{IC}}/\text{ROTSE} = 200 \) expected IceCube/ROTSE coincidences per year.

\[
N_{\text{SN}}^{\text{IC}}/\text{ROTSE} = N_{\text{SN}}^{\text{IC}/\text{ROTSE}} \rho_{2e-4}^{2/3} \cdot (\varepsilon_{\text{jet}}^{\text{IC}})^{3/2} \tag{1}
\]

According to [11] a non-detection limits the number of IceCube/ROTSE coincidences at a 90% confidence level to \( N_{\text{SN}}^{\text{IC}/\text{ROTSE}} < 2.44 \). Using Eq. 1 one obtains the two-dimensional constraints on density and hadronic jet energy for this model:

\[
\rho_{2e-4}^{2/3}(\varepsilon_{\text{jet}}^{\text{IC}})^{3/2} < 2.44/N_{\text{SN}}^{\text{IC}/\text{ROTSE}} < 0.012, \tag{2}
\]

which is a reasonably good representation of the two dimensional constraints for not too small densities \( \rho_{2e-4} \gtrsim 10^{-3} \). For GRB-like energies \( (\varepsilon_{\text{jet}}^{\text{IC}}) = 1 \), it follows that at most one out of 80 SNe produces Ando & Beacom-like jets in its core. Phrased in absolute terms, if no SN will be detected, the rate of SNe with a mildly relativistic jet should not exceed \( \rho = 3.1 \cdot 10^{-6}\text{Mpc}^{-3}\text{yr}^{-1} \) (at 90% confidence level) in our program. The cut-off at small densities visible in Fig. 2 is due to ROTSE-III’s limiting magnitude. The sphere (i.e. effective volume) within which ROTSE-III can detect Supernovae has a radius of about 200-300 Mpc. ROTSE-III effectively cannot probe SN subclasses that occur less than once per year within this sphere.

B. Significance in case of a detection

Next we address the case that a SN was detected in the follow-up observations. The task mainly consists of computing the significance of the coincidence. We compute this for one year of data and 25 alerts. Each alert leads to the observation of a \( \Delta \Omega = 2\pi \times 1.85^\circ \times 1.85^\circ = 3.4 \) square degree field, hence over the course of the year ROTSE-III covers a fraction of the sky given by \( \Delta \Omega/4\pi \times N_{\text{alerts}} = 2.1 \cdot 10^{-3} \). Next assume that the time window for a coincident of an optical SN detection and candidate neutrino multiplet is given by \( \Delta t \), the accuracy with which we can determine the initial time of the supernova explosion. Studying the lightcurve of supernova SN2008D, which has a known explosion start-time given by an initial x-ray flash, we have developed an accurate way to estimate \( \Delta t \) from a SN lightcurve [2]. We fit the light curve data to a model that postulates a phase of blackbody emission followed by a phase dominated by pure expansion of the luminous shell. Explosion times can be determined from the lightcurve with an accuracy of less than 4 hours. A detailed description of this method can be found in [2].
The number of accidental SNe found will be proportional to \( \Delta t_d \) and the total number of SNe per year that ROTSE-III would have sensitivity to detect, if surveying the sky at all times, \( N_{\text{ROTSE}} \approx 10^4 \). Putting all this together the number of random coincidences is:

\[
N_{\text{bg}} = N_{\text{alerts}} N_{\text{ROTSE}} \frac{\Delta \Omega}{4\pi} \times \frac{\Delta t_d}{\text{yr}} = 0.056 \frac{\Delta t_d}{d}. \tag{3}
\]

For \( N_{\text{bg}} \ll 1 \) this corresponds to the chance probability

\[
p = 1 - \exp(-N_{\text{bg}}) \approx N_{\text{bg}} \text{ of observing at least one random background event.}
\]

For \( \Delta t_d = 1 \text{d} \) and no other information, the observation of a SN in coincidence with a neutrino signal would have a significance of about 2\( \sigma \). The significance can be improved by adding neutrino timing information as well as the distance information of the object found. We first discuss the extra timing information. So far we have only required that two neutrinos arrive within 100 s to produce an alert. Thus, in the analysis presented above, the significance for two events 1 s apart would be the same as for 99 s difference. Since the probability \( p_t \) to find a time difference less than \( \Delta t_\nu \) due to a background fluctuation is given by \( p_t = \Delta t_\nu/100 \text{s} \) assuming a uniform background, we include the time difference in the chance probability. Next we discuss the use of the SN distance. One can safely assume that there will be a strong preference for nearer SNe, since these are most likely to lead to a neutrino flux large enough to produce a multiplet in IceCube. Using the distance \( d_{\text{SN}} \) as an additional parameter one can compute the probability to observe a background SN at a distance \( d \leq d_{\text{SN}} \). The probability is given by the ratio of SNe observed by ROTSE-III within the sphere

\[
d_{\text{SN}} \text{ to all SNe: } p_d = N_{\text{ROTSE}}(d)/N_{\text{ROTSE}}.
\]

In case of a detection both \( d_{\text{SN}} \) and \( \Delta t_\nu \) will be available. We use a simple Monte Carlo to obtain the significance of this detection. For example the detection of two neutrinos with a temporal difference of \( \Delta t_\nu = 10 \text{ s} \) in coincidence with a SN in \( d_{\text{SN}} = 20 \text{ Mpc} \) distance has a p-value of \( 5 \cdot 10^{-4} \), which corresponds to 3.5\( \sigma \), assuming a total of \( N_{\text{alerts}} = 25 \) alerts found in the period of one year.

V. COINCIDENCES WITH GCN-GRBS

According to current models, about every 15-20th GRB that can be detected by IceCube will produce a neutrino doublet. Hence there is a small possibility that we will find a doublet in coincidence with a GCN alert, a case that we consider separately here. The significance of such a coincidence can be estimated with calculation analogous to Eq. 3. The number of accidental coincidences with a time difference less than \( \Delta t \) is given by:

\[
N_{\text{bg}} = N_{\text{alerts}} N_{\text{GCN}} \frac{\Delta \Omega}{4\pi} \times \frac{1}{\text{yr}} = 3.2 \cdot 10^{-5} \frac{\Delta t}{1 \text{s}}, \tag{4}
\]

where we have assumed 200 GCN notices and 30 multiplets a year. A coincidence occurs whenever the neutrinos and the GRB overlap within predefined windows in direction and time. For illustrative purposes, if

we choose a 1.5-degree directional window and a 4-hour time window (corresponding roughly to IceCube’s point spread function and to GRB observations and modeling), Eq. 4 yields an expected background count of \( N_{\text{BG}} = 4.7 \cdot 10^{-4} \). This corresponds to a 3.5\( \sigma \) effect, or equivalently the expectation of a false positive from background once every 2100 years. We can further reduce the expected background by assuming that the neutrino signal is most likely to be emitted at the same time as the gamma rays. Since the background multiplets will be distributed uniformly across the 4-hour window, we can multiply the chance probability above by the factor

\[
p_t = \frac{t_\text{GRB} - t_\nu}{4 \text{ hours}}. \tag{5}
\]

where the absolute value is taken since we assume the neutrinos are equally likely to be emitted before the gamma-rays as they are after. Note that our flat probability assumption for the relative emission times of gamma rays and neutrinos from GRBs can, of course, be modified to follow any particular theoretical model. With all these assumptions, if we observe a coincidence that is 300 seconds from the GRB onset time, the chance probability is then given by

\[
N_{\text{BG}} \cdot p_t = 4.7 \cdot 10^{-4} \cdot 300/14400 = 9.8 \cdot 10^{-6},
\]

which corresponds to a 4.4\( \sigma \) result.

VI. CONCLUSION

We have presented the setup and performance of IceCube’s optical follow-up program, which was started in October 2008. The program increases IceCube’s sensitivity to transient sources such as SNe and GRBs and furthermore allows the immediate identification of the source. Non-detection of an optical counterpart allows the calculation of a limit on model parameters such as jet energy and density of SN accompanied by jets. In addition multiplets of neutrinos are tested for coincidences with GCN messages. Even a single coincidence detection would be significant.
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Results and Prospects of Indirect Searches for Dark Matter with IceCube
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Abstract. Dark matter could be indirectly detected through the observation of neutrinos produced as part of its self-annihilation process. Possible signatures are an excess neutrino flux from the Sun, the center of the Earth or from the galactic halo, where dark matter could be gravitationally trapped. We present a search for muon neutrinos from neutralino annihilations in the Sun performed on IceCube data collected with the 22-string configuration. No excess over the expected atmospheric background has been observed and upper limits at 90% confidence level have been obtained on the annihilation rate and converted to limits on WIMP-proton cross-sections, for neutralino masses in the range of 250 GeV to 5 TeV. Further prospects for the detection of dark matter from the Sun, the Earth, and the galactic halo will be discussed.
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I. INTRODUCTION

The existence of dark matter can be inferred from a number of observations, among them rotational profiles of galaxies, large scale structures, and WMAP’s anisotropy measurement on the cosmic microwave background. Weakly Interacting Massive Particles (WIMPs), ‘cold’ thermal relics of the Big Bang, are leading dark matter candidates. Besides overwhelming observational evidence for its existence, the properties of dark matter can only be understood through detection of direct or indirect signals from its interactions or through the production at collider experiments. In the Minimal Supersymmetric Standard Model (MSSM) the neutralino is a promising WIMP particle. It is stable and can annihilate pair-wise into Standard Model particles [1]. Galactic WIMPs could be gravitationally captured in the Sun or the Earth and accumulated in their cores [2]. Among the secondary products from the WIMP annihilations we expect neutrinos, which could escape from the center of the Sun or Earth and be detected in neutrino telescopes. Neutrinos are also expected from annihilations in the galactic halo. In IceCube [3] we observe Cherenkov light from relativistic muons in ice. The data analysis is focused on selecting upward-going events in order to separate muons from neutrino interactions from background muons created in cosmic-ray air showers. In this paper we present a search for a neutralino annihilation signal from the Sun with the IceCube 22-string detector. Future sensitivities of IceCube to this signal are discussed, as well as the prospects of observing annihilation signals from the Earth or the galactic halo.

II. THE ICECUBE NEUTRINO TELESCOPE

The IceCube Neutrino Telescope is a multipurpose detector under construction at the South Pole, which is currently about three quarter completed [3]. Upon completion in 2011, IceCube will instrument a volume of approximately one cubic kilometer of ice utilizing 86 strings, each instrumented with 60 Digital Optical Modules (DOMs). Eighty of these strings will be arranged in a hexagonal pattern with an inter-string spacing of about 125 m and with 17 m vertical separation between DOMs, at a depth between 1450 m and 2450 m. Complementing this 80 string baseline design will be a deep and dense sub-array named DeepCore [4] that will be formed out of seven regular IceCube strings in the center of the array together with six additional strings deployed in between them. In this way, the sub-array will achieve an interstring-spacing of 72 m. The six additional DeepCore strings will have a different distribution of their 60 DOMs, optimizing their design towards a lower energy threshold. The optical sensors will have a vertical spacing of 7 m, will be deployed in deep transparent ice 3 and will consist of high quantum efficiency photomultiplier tubes (HQE PMTs). This will enable us to study neutrinos at energies down to a few 10 GeV. DeepCore will be an extremely interesting detector for the study of WIMPs.

III. ANALYSIS OF 22-STRING DATA

The 2007 dataset, consisting of 104.3 days livetime with the Sun below the horizon recorded with the IceCube 22-string detector, was searched for a neutrino signal from the Sun [5]. The event sample was reduced in steps from $4.8 \cdot 10^9$ to 6946 events at final level, which constitutes the expected sample of atmospheric

\[ 1 \text{The deep ice is clearer, with a scattering length roughly twice that of the upper part of the IceCube detector. In addition, the deeper location (below 2000 m) provides an improved shielding of cosmic ray backgrounds.} \]

See special section of these proceedings
neutrinos with a contamination of atmospheric muons. Since the analysis is based on comparing the shape of the angular distribution of signal and background (see section III-B), there is no need to achieving a high purity atmospheric neutrino sample at final cut level. Filtering was based on log-likelihood muon track reconstructions, geometry, and time evolution of the hit pattern. Events were required to have a good quality track reconstruction with a zenith angle in the interval $90^\circ$ to $120^\circ$. Multivariate training and selection was done with the help of Support Vector Machines [6]. At the final stages in the analysis, randomized real data were used to model the atmospheric background.

A. Simulations

Five WIMP masses: 250, 500, 1000, 3000, and 5000 GeV were simulated using WimpSim [7] in two annihilation channels, $b\bar{b}$ (soft channel), and $W^+W^-$ (hard channel), representing the extremes of the neutrino energy distributions. Single and coincident shower atmospheric muon backgrounds were simulated using CORSIKA [8]. The atmospheric neutrino background was simulated [9] following the Bartol flux [10]. Charged particle propagation [11] and photon propagation [12], using ice measurements [13], were also simulated.

B. Results

The final data sample was used to test the hypothesis that it contains a certain signal level, against the null hypothesis of no signal. The shape of the angular distribution of events with respect to the Sun was used as a test statistic (see Figure 1). The background-only p.d.f. was constructed from data with randomized azimuth angles, while the p.d.f.s for the different signal models tested were obtained from Monte Carlo. A limit was set on the relative strength of the signal p.d.f. using a Feldman-Cousins [14] confidence interval construction. These limits were transformed to a limit on the muon flux above 1 GeV, which is shown in Figure 2 together with previous limits [15], [16], [17], [18], MSSM models [19], and a conservative estimate of the full IceCube sensitivity including DeepCore. The models shown are those not excluded by CDMS [20] and XENON10 [21] based on the spin-independent WIMP-proton cross-section. Models in the darker region require a factor of 100 increase in sensitivity of direct detection experiments in order to be probed by them. Assuming that WIMPs are in equilibrium in the Sun, the limit on the muon flux can be converted to a limit on the spin-dependent WIMP-proton cross-section [22]. These limits are shown in Figure 3 together with previous limits [17], [20], [23], [24], MSSM models, and the IceCube sensitivity.

IV. Earth WIMPs

Dark matter could also be gravitationally trapped at the center of the Earth. Such scenarios are generally not favored due to its less efficient capture of dark matter. However, from an experimental point of view, the searches from dark matter from the center of the Earth are still of interest due to the many unknowns that plague the relic, capture and annihilation processes that enter into the calculation of the expected fluxes. In order to search for an indirect signal from dark matter annihilation from the Earth, IceCube uses muon neutrinos $\nu_\mu$ that interact in or below the IceCube detector. They produce vertically up-going track-like events, that point back to the center of Earth. We have designed a string trigger [25] for IceCube that is specifically optimized for
this class of events. A similar trigger has also been active in AMANDA. The IceCube string trigger, which selects events with a cluster of hits on a single string, has been active since spring 2008. It requires 5 DOMs to be above threshold in a series of 7 consecutive DOMs, within a time window of 1.5 µs. Due to the low noise environment and this special trigger, IceCube has an energy threshold for these vertical events that can reach below 100 GeV. The increase in efficiency to these events, over the default DOM multiplicity trigger condition, is shown in Figure 4. Based on selection criteria optimized for these vertically up-going events [30], we will derive a sensitivity for the detection of a possible additional muon flux. These results will be shown at the time of the conference.

Interpreting a possible muon flux (induced from muon neutrino interactions in or below the IceCube detector) from WIMP annihilation in the Earth is somewhat more complicated compared to the solar WIMP searches. The escape velocity is relatively small \(v \approx 15\ \text{km/s}\) at the center and capture is only possible for low speed WIMPs unless its mass is nearly identical to that of one of the nuclear species in the Earth. WIMPs are typically only expected to be captured after they are bound to the solar system due to previous scattering in the Sun; such capture mechanisms are described in [26], [27], [28]. Contrarily to the Sun, capture and annihilation of WIMPs are generally not in equilibrium in the Earth. Hence, the expected flux of neutrinos from dark matter annihilations strongly depends on how much dark matter was previously accumulated. Models that enhance the collection of dark matter by the Earth therefore also significantly boost expected signals. One such example is an expected boost due to lower velocity WIMPs in the galactic halo from previous dwarf mergers. Such scenarios could boost fluxes at neutrino telescopes by a few orders of magnitude [29].

Such examples show that big uncertainties remain in the overall flux predictions for neutrinos from the center of the Earth. IceCube, with the combination of DeepCore, is an ideal instrument to look for such signals.

V. HALO WIMPs

Besides searches for indirect signals from dark matter annihilation in the center of the Sun and Earth, another promising way is to look directly at the galactic halo. Such a signal could be seen in neutrinos as a large scale flux anisotropy that peaks towards the Galactic Center. IceCube has in the past not performed a dedicated search for such signals. However, theoretical predictions indicate that such a search can provide stringent limits [31], [32] on the dark matter self-annihilation cross-section. They are complementary to Solar WIMP searches, as they probe the dark matter self-annihilation cross-section directly.

The analysis for a neutrino flux anisotropy is still ongoing on the IceCube dataset. We perform this analysis on data collected with the IceCube 40-string configuration. Neutrino-induced muon events are being used to search for a neutrino flux anisotropy towards the direction of the Galactic Center. In its current configuration, IceCube can only access up-going muon neutrinos for the energy range of interest (around and below a TeV) with sufficient background rejection. The region closest towards the Galactic Center, accessible in IceCube with up-going events, is therefore near the horizon. It covers, in part, a distance of about 30° towards the Galactic Center. Using a declination band simplifies the background estimation, as an on and off-source comparison can be performed. Second order effects need to be taken
into account; these include uneven detector exposure times, as the reconstruction efficiency is a function of the azimuth angle for the tracks in the same declination band. We plan to present the sensitivity using this method at the time of the conference for different signal distributions within the declination bands [33].

For the future, DeepCore is especially promising for the halo WIMP searches, as it lowers the neutrino energy threshold, holds promises for cascade reconstruction and will allow observation of the entire sky. The lower energy threshold will increase expected signal rates, especially to WIMPs with masses of a few hundred GeV and scale with the increase in neutrino effective area. Leading dark matter candidates have masses in the sub-TeV range, so the expected neutrino energy spectrum is at the low energy end of IceCube’s sensitivity. The detection of low energy cascades caused by $\nu_\tau$, $\nu_e$ charged current interactions or neutral current of all neutrino flavors is especially interesting, as the atmospheric neutrino background to this signal is much lower than the muon neutrino background. Even a very limited angular resolution for these cascades, which IceCube might be able to achieve, would benefit the analysis, as it is looking for a large scale anisotropy. The usage of surrounding IceCube strings as veto against down-going muons in DeepCore is expected to give large reductions in this background and enable us to study the entire sky. Simple veto methods have achieved background reductions of four orders of magnitude with excellent signal retention and have potential for greater than 6 orders of magnitude rejection utilizing reconstruction veto methods [34]. Since the Galactic Center, for which the largest flux from dark matter annihilation is expected, is located in the southern hemisphere, this will benefit the analysis in particular.

Expected neutrino fluxes from dark matter self-annihilations in the galactic halo are generally small. Results from PAMELA [35] and Fermi [36] might indicate larger than usual self-annihilation cross-sections of the halo dark matter, this could either be due to unusually large boost factors (clumpiness) well above expectations from dark matter halo simulations, or due to an enhancement in the self-annihilation cross-section (for example Sommerfeld enhancement). Lepton results could also be entirely explainable by astronomical sources (for example pulsars [37]). Regardless of what the source of the recent excess is, it only shows there remains a large uncertainty in any flux predictions for neutrinos from dark matter annihilations or decays in the galactic halo. This, it will be important to check for any such signals with neutrinos.

VI. Summary

IceCube has set the best limits to date on WIMP annihilation in the Sun using 22-string data from 2007. Using data from the completed 86-string detector, which will include the DeepCore low-energy extension, improvements of an order of magnitude are expected. Searches for signals from the Earth and the galactic halo are also expected to give interesting results.
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Abstract. A viable WIMP candidate, the lightest Kaluza-Klein particle (LKP), is motivated by theories of universal extra dimensions. LKPs can scatter off nuclei in large celestial bodies, like the Sun, and become trapped within their deep gravitational wells, leading to high WIMP densities in the object’s core. Pair-wise LKP annihilation could lead to a detectable high energy neutrino flux from the center of the Sun in the IceCube neutrino telescope.

We describe an ongoing search for Kaluza-Klein solar WIMPs with the AMANDA-II data for the years 2001-2003, and also present a UED dark matter sensitivity projected to 180 days from a study of data taken with the combined AMANDA II and IceCube detector in the year 2007. A competitive sensitivity, compared to existing direct and indirect search experiments, on the spin-dependent cross section of the LKP on protons is also presented.
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I. INTRODUCTION

Kaluza-Klein weakly interacting massive particles (WIMP) arising from theories with extra dimensions have come under increased scrutiny [1] alongside WIMP candidates from supersymmetric particle theories, e.g. the neutralino.

Several analyses [2], [3] performed on the data from the AMANDA-II and the IceCube detectors have already put limits on the neutralino induced muon flux from the Sun comparable to that of direct detection experiments. The first excitation of the Kaluza Klein (KK) photon, $B^{(1)}$, in the case of Universal Extra Dimensions (UED) with one extra dimension, annihilates to all standard model particles. This results in the production of a detectable flux of muon neutrinos in the IceCube detector. $B^{(1)}$ is often referred to as the LKP - lightest Kaluza-Klein Particle. KK-momentum conservation leads to the stability of the LKP, which makes it a viable dark matter candidate. Compared to neutralino WIMPs, LKPs come from a relatively simple extension of the Standard Model and, consequently, branching ratios (see Table I) and cross sections are calculated with fewer assumptions and parameter-dependences. This feature allows us to perform a combined channel analysis for an LKP particle. Another consequence of the simple UED model is that with the assumption of a compactified extra dimension scale of around 1TeV, the particle takes a much narrower range of masses [1] from the relic density calculation - ranging from 600 GeV to 800 GeV and 500 GeV to 1500 GeV if coannihilations are accounted for [4]. Moreover, collider search limits rule out LKP masses below 300 GeV [5], [6].

In this paper we describe an ongoing solar WIMP analysis with the (2001) AMANDA data. Furthermore, we derive for the combined geometry of 22 IceCube strings (IC22) and AMANDA (to be referred to as the (2001) AMANDA data. Furthermore, we derive for the combined geometry of 22 IceCube strings (IC22) and AMANDA (to be referred to as the combined analysis in the rest of the paper) the projected sensitivity on the muon flux and spin-dependent (SD) cross section for LKPs with data from the year 2007.

The AMANDA-II detector, a smaller predecessor of IceCube with 677 OMs on 19 strings, ordered in a 500m by 200m diameter cylindrical lattice, has been fully operational since 2001 [7]. The IceCube Detector, with its 59th string deployed this season, is much larger with increased spacing between the strings and will have a total instrumented volume of 1km$^3$ [8]. The setup in 2007 for the combined analysis consisted of 22 IceCube strings, and the 19 AMANDA strings, with a separate trigger and data acquisition system. The detector geometry for both AMANDA-II and IC22 is shown in Fig. 2a.

II. SIMULATIONS

A solar WIMP analysis can be thought of as using the Earth as its primary physical filter for data, as one only looks at data collected when the Sun is below the horizon at the South Pole, $\Theta_0 \in [90^\circ, 113^\circ]$. Single$^1$, $\mu_{\text{single}}$, and coincident$^2$, $\mu_{\text{coinc}}$, atmospheric muons that come from cosmic ray showers in a zenith angle

<table>
<thead>
<tr>
<th>Annihilation Process</th>
<th>Branching ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^{(1)}\bar{B}^{(1)} \rightarrow \nu_e\bar{\nu}<em>e, \nu</em>\mu\bar{\nu}<em>\mu, \nu</em>\tau\bar{\nu}_\tau$</td>
<td>0.012</td>
</tr>
<tr>
<td>$\mu^+\mu^-, \tau^+\tau^-$</td>
<td>0.20</td>
</tr>
<tr>
<td>$\mu^+\mu^-\rightarrow \mu^+\mu^-\rightarrow e^+e^-\rightarrow e^+e^-\rightarrow e^+e^-\rightarrow e^+e^-$</td>
<td>0.11</td>
</tr>
<tr>
<td>$d\bar{d}, s\bar{s}, \bar{u}u, \bar{c}c, \bar{b}b, \bar{t}t$</td>
<td>0.07</td>
</tr>
</tbody>
</table>

1atmospheric muons from single CR showers
2atmospheric muons from coincident CR showers
range $\Theta_\mu$ of $[0^\circ, 90^\circ]$, constitute the majority of the background, whereas the near-isotropic distribution of atmospheric neutrinos, $\nu_{\text{atm}}$, will form an irreducible background. The atmospheric muon backgrounds are generated using CORSIKA [9] with the Hörandel CR composition model [10]. For the atmospheric neutrino background, produced according to the Bartol model [11], ANIS [12] is used. For the combined analysis, the simulated single background has a detector-lifetime of 1.2 days, $\mu_{\text{coin}}$, of 7.1 days and $\nu_{\text{atm}}$ of 9.8 years.

WIMPSIM [13], [14] was used to generate the signal samples for LKP WIMPs, consisting of 3000 GeV. Individual annihilation channels (three $\nu'$s, $\tau$, and t,b,c quarks), contributing to $\nu_{\text{gen}}$'s at the detector, were generated for the combined analysis, as well as for the AMANDA only analysis (in the latter case for the energy range from 500 GeV to 3000 GeV). Individual annihilation channels (three $\nu'$s, $\tau$, and t,b,c quarks), contributing to $\nu_{\text{gen}}$'s at the detector, were generated for the combined analysis, as well as for the AMANDA only analysis (in the latter case for the energy range from 500 GeV to 3000 GeV). Individual annihilation channels (three $\nu'$s, $\tau$, and t,b,c quarks), contributing to $\nu_{\text{gen}}$'s at the detector, were generated for the combined analysis, as well as for the AMANDA only analysis (in the latter case for the energy range from 500 GeV to 3000 GeV).

III. FILTERING

LKP signals are point sources with very distinct directional limitations (zenith angle theta, $\Theta_{\text{gen}} = 90^\circ \pm 23^\circ$). Hence, the general strategy of filtering for both analyses is to apply strict directional cuts in early filter levels. $L0$ and $L1$ consist of calibration, reconstruction and making a simple angular cut of $\Theta_{\text{gen}} > 70^\circ$ on the first-guess reconstructed track. This leads to a passing efficiency of around 0.7 for all LKP signal samples, and reduction of around 0.002 for both, data and muon background. All events passing the $L0 + L1$ level are reconstructed using log-likelihood methods (llh). $L2$ is a two dimensional cut on the reconstructed llh-fit zenith angle ($\Theta_{\text{gen, llh}}$) within $\Theta_{\odot}$ and the estimated angular uncertainty of the llh track. $L3$ picks reconstructed tracks, which are nearly horizontal and pass the detector, to further minimize vertical tracks associated with background events. The multivariate filter level, $L4$, consists of two different multivariate analysis routines from the TMVA [17] toolkit, namely a support vector machine (SVM) together with a Gaussian fit-function and a neural network (NN). The input variables for the two algorithms are obtained by choosing parameters with low correlation but high discrimination power between background and signal. The individual output parameters are combined in one multivariate cut parameter $Q_{NN} \cdot Q_{SVM}$.

IV. SENSITIVITY

After the $L4$ cut\(^3\), the muon background reduction is better than a factor $1.16 \cdot 10^{-7}$, which implies that the final sample is dominated by $\nu_{\text{atm}}$ background. The solar

\(^3\)starting with $L4$, only the combined analysis is discussed
The expected upper limit, or sensitivity, for an expected number of background events \( n_{Bg} \) is

\[
\mathcal{P}^{90\%}(n_{Bg}) = \sum_{n_{obs}=0}^{\infty} \mu^{90\%}(n_{obs}) \frac{(n_{Bg})^{n_{obs}}}{(n_{obs})!} e^{-n_{Bg}},
\]

where \( \mu^{90\%}(n_{obs}) \) is the Feldman-Cousins upper limit for the number of observed events, \( n_{obs} \). The model rejection factor [19]

\[
MRF = \frac{\mathcal{P}^{90\%}}{n_{s}},
\]

is used to determine the optimum opening angle \( \Psi \) of the solar search cone. Here, \( n_{s} \) is the number of surviving LKP events within \( \Psi \).

Under the assumption of no signal detection, it is possible to derive the Feldman-Cousins sensitivity discussed above for the combined detector with a total projected livetime of \( T_{live} = 180 \) days. The expected number of events after cut level \( L4 \) are estimated from a processed subset of observational data with a detector livetime of 5.61 days. The results are then extrapolated to the total livetime \( T_{live} \), yielding an expectation of 7140 events. The corresponding expectation from the simulated background samples, \( n_{Bg,MC} \), normalized to the data at filter level \( L1 \) and extrapolated to \( T_{live} \), is \( 633(\mu_{\text{cosm}}) + 1038(\mu_{\text{single}}) + 5340(\nu_{atm}) = 7011(n_{Bg,MC}) \).

The expected sensitivity on the neutrino-to-muon conversion rate \( \Gamma_{\nu\rightarrow\mu}^{90\%} \) is given by

\[
\Gamma_{\nu\rightarrow\mu}^{90\%} = V_{\text{eff}} \cdot T_{live},
\]

where the effective volume \( V_{\text{eff}} \) is given by eq. 1. For each annihilation channel, one can separately calculate the \( V_{\text{eff}} \) within the solar search cone, determined by the combined signal p.d.f., \( f_{S}^{\text{all}}(x|\Psi) \), and thereby determine a \( \Gamma_{\nu\rightarrow\mu}^{90\%} \) for each channel. Additionally, the combined effective volume, \( V_{\text{eff},\text{LKP}} \), for the expected \( \nu_{LKP} \) spectrum is given by the sum of the individual \( V_{\text{eff}} \) per channel, weighted with the respective branching ratio of each channel. For the neutrino-to-muon conversion rate per single channel, the expected limit on the annihilation rate in the core of the Sun per second is given by

\[
\Gamma_{\nu\rightarrow\mu}^{90\%} = (c_{1}(ch, m_{B^{(1)}}, m_{B^{(1)}}))^{-1} \cdot \Gamma_{\nu\rightarrow\mu}^{90\%},
\]

where \( c_{1}(ch, m_{B^{(1)}}, m_{B^{(1)}}) \) is an LKP annihilation channel \( (ch) \) and energy dependent constant. The sensitivity to the muon flux at a plane at the combined detector is derived via the calculation chain \( \Gamma_{\nu\rightarrow\mu}^{90\%} \rightarrow \Gamma_{\nu\rightarrow\mu,\text{LKP}}^{90\%} \) and is performed using the code described in [13], [14]. The results for the final \( V_{\text{eff}} \) and the predicted sensitivity to a muon flux resulting from LKP induced annihilations in the Sun for the combined IC22 and AMANDA detector 2007 with a total livetime of 180 days are presented in figures 2a and 2b. From the derived \( \nu\)-to-\( \mu \) conversion rate, \( \Gamma_{\nu\rightarrow\mu,\text{LKP}}^{90\%} \) we can calculate the sensitivity for the annihilation rate in the Sun per second, \( \Gamma_{\nu\rightarrow\mu,\text{LKP}}^{90\%} \).
In [20], it is shown that the equilibrium condition between $\Gamma_{A,LKP}$ and the capture rate $C^\odot$ is met by LKPs within the probed mass range. Furthermore, the capture rate of LKPs in the Sun is entirely dominated by the spin-dependent component of the $B^{(1)}$-on-proton elastic scattering [21]. Consequently, presuming an equilibrium of $\Gamma_{A,LKP} = C^\odot$, the sensitivity for the spin-dependent elastic scattering cross section$^4$ of $B^{(1)}$ can be calculated as,

$$\sigma_{H,SD} \simeq 0.597 \times 10^{-24} \text{pb} \left( \frac{m_{B^{(1)}}}{1 \text{TeV}} \right)^2 \left( \frac{\Gamma_{A,LKP}}{\text{s}^{-1}} \right)^{0.90}.$$  

The estimated sensitivity for the spin-dependent cross section for LKPs is displayed in figure 3, along with the most recently published limits from direct search experiments. The theoretical spin-dependent cross section predictions (shaded area) for LKPs are taken from [22] and are plotted for different predictions of the mass of the first KK-excitation of the quark.

$$\Omega_{DM} h^2 = \frac{m_{B^{(1)}}}{1 \text{TeV}} \left( \frac{\Gamma_{A,LKP}}{\text{s}^{-1}} \right)^{0.90}.$$  

The local density of DM in our galaxy is taken to match the mean density $\rho_{DM} = 0.3 \text{ GeV/cm}^3$, and the rms velocity is set to $v = 270 \text{ km/s}$.

**V. CONCLUSION AND OUTLOOK**

We showed that a competitive result on the spin-dependent cross-section of LKP-on-proton scattering can be obtained with the combined geometry of AMANDA-II and IceCube-22, which explores parts of the unrejected regions in the theoretically predicted LKP-region.

We also described the ongoing solar WIMP analysis.

$^4$The local density of DM in our galaxy is taken to match the mean density $\rho_{DM} = 0.3 \text{ GeV/cm}^3$, and the rms velocity is set to $v = 270 \text{ km/s}$.
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Abstract. A well-known potential dark matter signature is emission of GeV–TeV neutrinos from annihilation of neutralinos gravitationally bound to massive objects. We present results from recent searches for high energy neutrino emission from the Sun with AMANDA, in all cases revealing no significant excess. We show limits on both neutralino-induced muon flux from the Sun and neutralino-nucleon cross section, comparing them with recent IceCube results. Particularly, our limits on spin-dependent cross section are much better than those obtained in direct detection experiments, allowing AMANDA and other neutrino telescopes to search a complementary portion of MSSM parameter space.
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I. INTRODUCTION

Weakly interacting massive particles (WIMPs) with electroweak scale masses are currently a favored explanation of the missing mass in the universe. Such particles must either be stable or have a lifetime comparable to the age of the universe, and they would interact with baryonic matter gravitationally and through weak interactions. The minimal supersymmetric standard model (MSSM) provides a natural candidate, the lightest neutralino [1]. A large range of potential neutralino masses exists, with a lower bound on the mass of the lightest neutralino of 47 GeV imposed by accelerator-based analyses [2], while predictions based on the inferred dark matter density suggest masses up to several TeV [3].

Searches for neutralino dark matter include direct searches for nuclear recoils from weak interaction of neutralinos with matter [4], [5] and indirect searches for standard model particles produced by neutralino annihilation. Particularly, a fraction of neutralinos interacting with massive objects would become gravitationally bound and accumulate in the center. If neutralinos comprise dark matter, enough should accumulate and annihilate to produce an observable neutrino flux. Searches for a high energy neutrino beam from the center of the Earth [6] and the Sun [7], [8], [9], [10], [11] have yielded negative results. Observations of a cosmic ray electron–positron excess by ATIC [12], PPB-BETS [13], Fermi [14], and HESS [15], along with the anomalous cosmic ray positron fraction reported by PAMELA [16], could be interpreted as an indirect signal of dark matter annihilation in our galaxy [17].

Here we present searches for a flux of GeV–TeV neutrinos from the Sun using AMANDA. We improve on the sensitivity of the previous AMANDA analysis [11] significantly and extend the latest results from IceCube [7] to lower neutralino masses. We observe no neutralino annihilation signal and report limits on the neutrino-induced muon flux from the Sun and the resulting limits on neutralino-proton spin-dependent cross section.

II. NEUTRINO DETECTION WITH AMANDA

The detection of neutrino fluxes above ~50 GeV is a major goal of the Antarctic Muon And Neutrino Detector Array (AMANDA). AMANDA consists of 677 optical modules embedded 1500 m to 2000 m deep in the ice sheet at the South Pole, arranged in 19 vertical strings and occupying a volume of ~0.02 km³. Each module contains a 20 cm diameter photomultiplier tube (PMT) optically coupled to an outer glass pressure sphere. PMT pulses (“hits”) from incident Cherenkov light are propagated to surface electronics and are recorded as an event when 6–7 hits on any one string or 24 total hits occur within 2.5 μs. The vast majority of the O(10⁶) events recorded each year are downgoing muons produced by cosmic ray air showers in the atmosphere above the South Pole. Relativistic charged leptons produced near the detector via charged-current neutrino interactions similarly trigger the detector, with several thousand atmospheric neutrino induced muon events recorded per year. The hit leading edge times, along with the known AMANDA geometry and ice properties [18], allow reconstruction of muon tracks with median accuracy 1.5° – 2.5°, dependent on zenith angle.

AMANDA operated in standalone from 2000–2006 and is currently a subdetector of the much larger (~km³) IceCube Neutrino Observatory [19], scheduled for completion in 2011. The optical module density of AMANDA is much higher than that of IceCube, making AMANDA more efficient for low-energy muons (~300 GeV) which emit less Cherenkov light.

III. DATA SELECTION AND METHODS

We describe two separate searches for Solar neutralinos in this proceeding. First, we present a search using a large data sample from 2000–2006 prepared for a high energy extraterrestrial point source search [20], [21]. We also present a search using data from 2001–2003, optimized to retain low energy events [22]. Both analyses are done in two stages; first, neutrino...
induced muon events are isolated from the much larger background of downgoing muons, then a search method is used to test for an excess at the location of the Sun.

A. Data Selection

While the Sun is above the horizon, neutrino-induced muons from the Sun are masked by the much larger background of downgoing cosmic ray muons; thus, we select data during the period when the Sun is below the horizon (Mar. 21 – Sept. 21), resulting in 953 days livetime from 2000–2006 and 384 days from 2001–2003. In both analyses, neutrino events are isolated by selecting high quality reconstruction [23] accurate to 1.5° and again events with θ < 80° are discarded.

O(10⁶) misreconstructed downgoing muon events remain per year, and these are reduced by cuts on track quality parameters such as track angular uncertainty [24], the smoothness (eveness) of hits along the track [23], and the likelihood difference between the maximum-likelihood track and a forced downgoing likelihood fit using the zenith distribution of downgoing muons as a prior [23]. For the 2000–2006 analysis, 6595 events remain after quality cuts, dominantly atmospheric neutrinos [20], reduced to 4665 events by requiring dates when the Sun is below the horizon. Zenith distributions from 2000–2006 are shown in figure 1.

We consider neutralino masses from 100 GeV to 5 TeV and two extreme annihilation channels: $W^+W^−$ ($τ^+τ^−$ for 50 GeV) and $bb$, which produce high and low energy neutrino spectra, respectively, relative to the neutralino mass. The fraction of signal events retained depends on the neutrino energy spectrum and varies from 17% for a 5 TeV neutralino mass and $W^+W^−$ channel to 1% for 100 GeV and $bb$ channel, relative to trigger level, in the 2000–2006 analysis.

The 2001–2003 analysis is a dedicated neutralino search, unlike the 2000-2006 analysis, and more consideration is given to low energy events. Twelve event observables are considered, and selection criteria based on these observables are optimized separately for three signal classes, dependent on neutralino mass and annihilation channel, to maximize retention of signal events. The signal classes are shown below along with the number of events passing selection criteria.

<table>
<thead>
<tr>
<th>Class</th>
<th>Channel</th>
<th>$m_{χ}$</th>
<th>Final Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$W^+W^−$</td>
<td>250 GeV – 5 TeV</td>
<td>670</td>
</tr>
<tr>
<td></td>
<td>$bb$</td>
<td>500 GeV – 5 TeV</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>$W^+W^−$</td>
<td>100 GeV</td>
<td>504</td>
</tr>
<tr>
<td></td>
<td>$bb$</td>
<td>250 GeV</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>$τ^+τ^−$</td>
<td>50 GeV</td>
<td>398</td>
</tr>
<tr>
<td></td>
<td>$bb$</td>
<td>50, 100 GeV</td>
<td></td>
</tr>
</tbody>
</table>

The selection is more efficient than the 2000-2006 analysis, with 21% of signal retained for 5 TeV, $W^+W^−$ channel, to 4% for 100 GeV, $bb$ channel. The 2001–2003 analysis additionally considers 50 GeV neutralino masses, with a signal efficiency of 1%–3%.

B. Search Method

Both analyses use maximum-likelihood methods [25] to search for an excess of events near the location of the Sun. The data is modeled as a mixture of $n_s$ signal events from the Sun and background events from both atmospheric neutrinos and misreconstructed downgoing muons. The signal likelihood for the $i^{th}$ event is

$$S_i = \frac{1}{2πσ^2}e^{-\frac{ψ_i^2}{2σ^2}},$$

where $ψ_i$ is the space angle difference between the event and the Sun, and $σ_i$ is the event angular uncertainty [24]. The background likelihood $B_i$ is obtained from the zenith distribution of off-source data. The full-data likelihood over all $N$ data events is

$$L = P(Data|n_s) = \prod_{i=1}^{N} \left( \frac{n_s}{N}S_i + (1 - \frac{n_s}{N})B_i \right)$$

Fig. 1. Reconstructed zenith angles of data (circles) at trigger level, filter level ($θ < 80°$), and final cut level, true (fine dotted) and reconstructed (solid) zenith angles of CORSIKA [31] downgoing muon simulation at trigger level, reconstructed zenith angles of ANIS [28] atmospheric neutrino simulation at trigger level, filter level, and final cut level (dashed), and reconstructed zenith angles of a neutrino signal from the Sun at final cut level (dash-dotted).
and is numerically maximized to find the best fit event excess \( n_x \). The likelihood ratio \(-2 \log \chi^2(n_{ij})\) is approximately \( \chi^2 \) distributed and provides a measure of significance. Event upper limits are set from this likelihood using the Feldman-Cousins unified construction [26].

C. Signal Simulation and Systematic Uncertainties

Neutrino energy distributions at Earth from neutralino annihilation in the Sun are generated by DarkSUSY [27]. For the 2000–2006 analysis, neutrino events are generated with ANIS [28], with muons propagated using MMC [29], then reweighted to the energy distributions described above. For 2001–2003, the DarkSUSY energy distributions are sampled by WimpSimp [30], and muons are propagated with MMC.

Uncertainties in our signal simulation are dominated by uncertainties in optical module sensitivity and photon distributions are sampled by WimpSimp [30], and muons are propagated with MMC.

Upper limits on the neutralino annihilation rate in the Sun are calculated from the event upper limit \( \rho_{90} \) by

\[
\Gamma_A = \frac{4 \pi R^2 \rho_{90}}{N_A \rho \rho L V_{eff} f} \left[ \int_0^{m_x} \frac{dN_\nu}{dE} dE \right]^{-1},
\]

where \( R \) is the Earth-Sun radius, \( N_A \) is the Avogadro constant, \( \rho \) is the density of the detector medium, \( T_L \) is the livetime, and \( \sigma_{\nu N} \) is the neutrino-nucleon cross section. The muon neutrino energy spectrum \( \frac{dN_\nu}{dE} \) for a given annihilation channel is obtained from DarkSUSY and includes absorption and oscillation effects from transit through the Sun and to Earth. The energy-averaged effective volume \( V_{eff} f \) is obtained from simulation. Limits on muon flux are given by

\[
\Phi_\mu = \frac{\Gamma_A}{4 \pi R^2} \int_{1 \text{ GeV}}^{m_x} \frac{dN_\nu}{dE} dE,
\]

and limits on neutralino-proton cross section are calculated according to [34]. These quantities are tabulated in table I for the more restrictive of the two analyses. Muon flux limits, assuming a 1 GeV threshold on muon energy, and spin-dependent cross section limits are shown in figure 3 for both analyses.

V. Discussion

These limits extend the latest IceCube limits to lower neutralino masses and are now beginning to exclude neutralino spin-dependent cross sections allowed by direct detection experiments (figure 3). A 1000-fold improvement over current direct-detection limits [4], [5] does not significantly constrain allowed spin-dependent cross sections; thus, neutrino telescopes will continue to observe a complementary portion of MSSM parameter space over the next several years. IceCube is currently operating with 59 strings and will contain 86 strings when complete in 2011. The DeepCore extension to IceCube [35], six strings with tighter string spacing (72 m), tighter optical module spacing (7 m), and higher PMT quantum efficiency, will be complete in 2010. DeepCore will significantly enhance the sensitivity of IceCube to low energy muons, extending the reach of IceCube to lower neutralino masses.
The green shaded area represents models from a scan of MSSM parameter space not excluded by the limits on neutrino-induced muon flux from the Sun (left) along with limits from IceCube [7], BAKSAN [8], MACRO [9], and Super-K [10], and limits on spin-dependent neutralino-proton cross section (right) along with limits from CDMS [4], IceCube [7], Super-K [10], KIMS [36], and COUPP [37].

**Table I**

**Effective Volume, Event Upper Limit, and Preliminary Limits on Neutralino Annihilation Rate in the Sun, Neutrino-Induced Muon Flux from the Sun, and Spin-Independent and Spin-Dependent Neutralino-Proton Cross Section for a Range of Neutralino Masses, Including Systematics.**

<table>
<thead>
<tr>
<th>$m_\chi$ (GeV)</th>
<th>Channel</th>
<th>$V_{eff}(\text{m}^3)$</th>
<th>$\mu_{p\mu}$</th>
<th>$\Gamma_\chi (s^{-1})$</th>
<th>$\Phi_\chi (\text{km}^{-2}\text{y}^{-1})$</th>
<th>$\sigma^{SI} (\text{cm}^2)$</th>
<th>$\sigma^{SD} (\text{cm}^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>$\tau^+\tau^-$</td>
<td>$5.62 \times 10^{10}$</td>
<td>8.4</td>
<td>$1.32 \times 10^{27}$</td>
<td>$1.84 \times 10^{-10}$</td>
<td>$4.80 \times 10^{-38}$</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>$W^+W^-$</td>
<td>$8.65 \times 10^{10}$</td>
<td>4.5</td>
<td>$1.42 \times 10^{25}$</td>
<td>$4.94 \times 10^{-4}$</td>
<td>$2.56 \times 10^{-40}$</td>
<td>$1.14 \times 10^{-37}$</td>
</tr>
<tr>
<td>200</td>
<td>$W^+W^-$</td>
<td>$9.80 \times 10^{10}$</td>
<td>4.0</td>
<td>$9.81 \times 10^{21}$</td>
<td>$1.09 \times 10^3$</td>
<td>$2.23 \times 10^{-43}$</td>
<td>$2.98 \times 10^{-40}$</td>
</tr>
<tr>
<td>500</td>
<td>$W^+W^-$</td>
<td>$8.78 \times 10^{10}$</td>
<td>3.7</td>
<td>$2.07 \times 10^{21}$</td>
<td>$5.39 \times 10^{-2}$</td>
<td>$3.51 \times 10^{-43}$</td>
<td>$8.81 \times 10^{-40}$</td>
</tr>
<tr>
<td>1000</td>
<td>$W^+W^-$</td>
<td>$8.58 \times 10^{10}$</td>
<td>3.6</td>
<td>$2.08 \times 10^{21}$</td>
<td>$4.18 \times 10^{-2}$</td>
<td>$7.82 \times 10^{-43}$</td>
<td>$1.08 \times 10^{-39}$</td>
</tr>
<tr>
<td>2000</td>
<td>$W^+W^-$</td>
<td>$3.63 \times 10^{10}$</td>
<td>3.9</td>
<td>$1.56 \times 10^{21}$</td>
<td>$2.18 \times 10^{-2}$</td>
<td>$1.92 \times 10^{-42}$</td>
<td>$4.35 \times 10^{-38}$</td>
</tr>
<tr>
<td>5000</td>
<td>$W^+W^-$</td>
<td>$4.59 \times 10^{10}$</td>
<td>3.7</td>
<td>$2.20 \times 10^{21}$</td>
<td>$8.81 \times 10^{-2}$</td>
<td>$2.66 \times 10^{-41}$</td>
<td>$2.97 \times 10^{-37}$</td>
</tr>
</tbody>
</table>

**Fig. 2.** Sun-centered skymap of event excesses from the 2000–2006 analysis.

**Fig. 3.** Preliminary limits on neutrino-induced muon flux from the Sun (left) along with limits from IceCube [7], BAKSAN [8], MACRO [9], and Super-K [10], and limits on spin-dependent neutralino-proton cross section (right) along with limits from CDMS [4], IceCube [7], Super-K [10], KIMS [36], and COUPP [37]. The green shaded area represents models from a scan of MSSM parameter space not excluded by the spin-independent cross section limits of CDMS [4] and XENON [5], and the blue shaded area represents allowed models if spin-independent limits are tightened by a factor of 1000. The projected sensitivity of 10 years operation of IceCube with DeepCore is shown in both figures.
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I. INTRODUCTION

Extremely high energy cosmic-rays (EHECRs) with energies above $10^{11}$ GeV are observed by several experiments. Although there is an indication that EHECRs are associated with the matter profile of the universe [1], their origin is still unknown. The detection of cosmogenic EHE neutrino signals with energies greater than $10^7$ GeV can shed light on their origin. The cosmogenic neutrinos [2] produced by the GZK mechanism [3] carry information on the EHECR source evolution and the maximum energy of EHECRs at their production site [4]. Thus, EHE neutrinos can provide fundamental information about how and where the EHECRs are produced.

The detection of EHE neutrinos has been an experimental challenge because the very small intensities of expected EHE neutrino fluxes require a huge effective detection volume. The IceCube neutrino observatory, currently under construction at the geographic South Pole, provides a rare opportunity to overcome this difficulty with a large instrumental volume of 1 km$^3$.

The backgrounds for the EHE neutrino signals are atmospheric muons. The large amount of atmospheric muons come vertically, while the signal comes primarily from zenith angles close to the horizon, reflecting competitive processes of generation of energetic secondary leptons reachable to a detector and absorption of neutrinos due to an increase of the cross-sections. The atmospheric muon backgrounds drop off rapidly with increasing energy. Therefore, a possible EHE neutrino flux will exceed the background in the EHE region ($\gtrsim 10^8$ GeV). The signal is separated from the backgrounds by using angle and energy information.

II. THE EHE EVENTS AND THE ICECUBE DETECTOR

At extremely high energies, neutrinos are mainly detected via secondary muons and taus induced during the propagation of EHE neutrinos in the earth [5]. These particles are seen in the detector as a series of energetic cascades from radiative energy loss processes such as pair creation, bremsstrahlung and photonuclear interactions rather than as minimum ionizing particles. These radiative energy losses are approximately proportional to the energies of the muon and tau, making it possible to estimate its energy by observing the energy deposit in the detector.

The Cherenkov light from the particles generated through the radiative processes are observed by an array of Digital Optical Modules (DOMs) which digitize the charges amplified by the enclosed 10° Hamamatsu photomultiplier tubes (PMTs) with a gain of $\sim 10^7$. The total number of photo-electrons (NPE) detected by all DOMs is used to estimate the energy of particles in this analysis. It is found that NPE is a robust parameter for estimating the particle energy.

The data used in this analysis were taken with the 22 string configuration of IceCube (IC22). Each string consists of 60 DOMs and 1320 DOMs in total with 22 strings. The data taking began May, 2007, and continued to April, 2008. This analysis used a specific filtered data set to select high energy events, which requires a minimum number of 80 triggered DOMs. The total livetime is 242.1 days after removing data taken with unstable operation. The event rate at this stage is $\sim$1.5 Hz with a 16% yearly variation. Then, 6516 events with NPE greater than $10^4$ (corresponding to CR primary energy of about $10^7$ GeV and neutrino energy of about $10^6$ GeV (with $E^{-2}$ flux)) are selected and used for the further analysis.

III. BACKGROUND MODELING

A. Construction of the empirical model

Bundles of muons produced in CR air showers are the major background for the EHE signal search. Multiple muon tracks with a small geometrical separation resemble a single high energy muon for the IceCube detector.

An understanding of the high energy atmospheric muon backgrounds is essential for the EHE signal search.
However, the backgrounds at the relevant energy range (> $10^7$ GeV) is highly uncertain because of the poorly characterized hadronic interactions and composition of the primary CR where no direct measurement is available.

Therefore, we constructed an empirical model based on the Elbert model [6], optimizing the model to match the observational data reasonably in the background dominant energy region ($10^4 < \text{NPE} < 10^5$). The model is then extrapolated to higher energies to estimate the background in the EHE signal region. (See Fig. 1)

The original Elbert model gives a number of muons for a CR primary energy $E_0$ such as

$$N_{\mu} = \frac{E_T}{E_0} \frac{A^2}{\cos \theta'} \left( \frac{AE_{\mu}}{E_0} \right)^{-\alpha} \left( 1 - \frac{AE_{\mu}}{E_0} \right)^\beta,$$  \hspace{1cm} (1)

where $A$ is the mass number of primary CRs with energy of $E_0$, and $\theta'$ is the zenith angle of a muon bundle. $\alpha$, $\beta$ and $E_T$ are empirical parameters. The energy weighted integration of the formula relates the total energy carried by a muon bundle $E_{\mu}^{B,\text{surf}}$ to the primary CR energy $E_0$ as,

$$E_{\mu}^{B,\text{surf}} = \int_{E_{\mu}^{\text{thr}}}^{E_0} \frac{dN_{\mu}}{dE_\mu} E_\mu dE_\mu \approx E_T \frac{1}{\cos \theta'} \left( \frac{AE_{\mu}^{\text{thr}}}{E_0} \right)^{-\alpha+1},$$  \hspace{1cm} (2)

where $E_{\mu}^{\text{thr}}$ is a threshold energy of muons contributing to a bundle at surface and depends on the zenith angle. A surface threshold is related to a threshold energy at the IceCube depth $E_{\mu}^{\text{thr}^{\text{ice}}}$, by assuming a proportional energy loss to the bundle energy during propagation. This threshold at the IceCube depth is independent of zenith angle.

With help of a Monte-Carlo (MC) simulation for the detector response as well as the measured CR flux, it is possible to predict the NPE distribution for certain $\alpha$ and $E_{\mu}^{\text{thr}^{\text{ice}}}$ parameters. The CR flux used in this analysis is taken from the compilation of several experimental observations in Ref. [7]. The detector response including the Cherenkov photon emission, the propagation in the detector volume and the PMT/DOM response is simulated with the IceCube simulation program. The $\alpha$ and $E_{\mu}^{\text{thr}^{\text{ice}}}$ parameters are then, optimized to express the observed NPE distributions. The best optimized parameters are derived as $\alpha = 1.97$ and $E_{\mu}^{\text{thr}^{\text{ice}}} = 1500$ GeV.

With this empirical model, a simple simulation is feasible rather than simulating all muon tracks in a bundle, where the multiplicity can reach ten thousand for CR primary energies of $10^{11}$ GeV. Therefore, a bundle is replaced by a single track with the same energy as the entire bundle. It is shown in the next section that this substitution works well to express the observational data.

Data generated with CORSIKA [8] (with the SIBYLL high energy hadronic interaction model) are also used. However, the extensive resources required for MC generation precludes production of MC data with energy above $10^{10}$ GeV. Therefore, the CORSIKA data are mainly used to confirm the empirical model in the background dominant energy region and provide redundant tools to study systematic uncertainty on the background estimation.

The relation between CR primary energy and the NPE (which is the empirical model itself) is independently verified by using information from coincident events with the in-ice and surface detectors. The surface detectors can estimate the CR primary energy and the in-ice detectors give NPE. The relation is found to be consistent with the empirical model we derived.

B. Comparison between observational data and MC

An extensive comparison between the empirical model and the observational data was performed. The empirical model is found to describe the observational data reasonably in most cases. However, a significant difference was found in the $z$ position (depth) of the center of gravity of the event (CoGZ) distribution. Many events are found in the deep part of the detector for the empirical model, while the events concentrate more at the top for the observational data. The difference is only seen for the vertical muons. This is probably due to the single muon substitution for the muon bundles in the empirical model. The more energetic single muons penetrate into the deep part, while many low energy muons in the bundles lose energies at the top of the detector for the vertical case. However, for the inclined cases, the bundles are already attenuated before coming to the detector, giving reasonable agreement between the observational data and the empirical model. Therefore, vertical events whose reconstructed zenith angles are less than 37° are not used in this analysis. A simple algorithm is used for the angle reconstruction, based on the time sequence of the first pulses recorded by DOMs.

Several distributions for the observational data and MC data after removing the vertical events are shown in Fig. 1 as well as the expected GZK cosmogenic neutrino signal [4]. As seen in the figure, the empirical model describes the observational data reasonably. The observed CoGZ distribution is also well represented by the empirical model after removing vertical events. The observed data are bracketed by the pure CORSIKA (SIBYLL) proton and iron simulation as expected.

Some up-going events are seen in the observational data, though this is consistent with the empirical background model. It is found that they are horizontally mis-reconstructed. On the other hand, fewer horizontal events are found for the CORSIKA data sets. This is because the CORSIKA data exhibit a better angular resolution of 1.4° (one sigma) compared to the empirical model of 2.5°. The angular resolution for the observational data is estimated with help of the IceTop geometrical reconstruction. The estimated resolution is 2.5° and consistent with the one of the empirical model. Another difference
between the observational data and the CORSIKA data is found in the CoGZ distribution. The CORSIKA data concentrate more at the top of the detector especially for vertical events. The CORSIKA data also show a narrower distribution in the relation of CR primary energy and the NPE. All these facts seem to indicate that the bundles in CORSIKA consist of more lower energy muon tracks compared to the observational data, leading to bundles with less stochastic energy losses. In order to confirm this hypothesis, more specific investigation is needed.

The GZK signal events populate the EHE region and tend to be horizontal, as described in a previous section. This allows one to discriminate them from the background. The signal is also concentrated in the deep part of the detector because of the more transparent ice there.

**IV. SEARCH FOR EHE NEUTRINO SIGNAL**

Using the empirical background model, the EHE signal search was performed based on the NPE and zenith angle information. The selection criteria are determined by using only MC data sets that are optimized with the observational data in the background dominated energy region \(10^4 \leq \text{NPE} \leq 10^5\), following a blind analysis procedure.

It is found that the large spread of mis-reconstructed events extended to the signal region. We found that the angular resolution is related to the CoGZ position. Events whose CoGZs are at the bottom of the detector \((\text{CoGZ} < -250 \text{ m})\) and which pass through the edge or outside of the bottom detector are significantly mis-reconstructed horizontal. When an inclined track reaches at the edge of the bottom part of the detector, there is no more detector below, so that the hit timing pattern resembles a horizontal track. The very clean ice at the bottom part of the detector and the biggest dust layer at middle enhance this effect. Therefore, the data sample is divided into two by the CoGZ position as follows.

- **region A**: \(-250 < \text{CoGZ} < -50 \text{ m}, \text{ and } \text{CoGZ} > 50 \text{ m}\)
- **region B**: \(\text{CoGZ} < -250 \text{ m}, \text{ and } -50 < \text{CoGZ} < 50 \text{ m}\)

A clear difference between the backgrounds and the signal is seen in the zenith angle and total NPE relations as shown in Fig. 2. The atmospheric background muon distribution shows a steep fall in NPE and peaks in the vertical direction, while the GZK signal is mainly horizontal and at higher NPE, allowing the discrimination of the backgrounds by rejecting low NPE events and vertically reconstructed events. It is also obvious that the large spread in zenith angle direction for region B due to mis-reconstructed events.

The selection criteria to separate signal from background are determined for region A and B separately. The criteria are determined at first for each zenith angle bins, requiring the background level to be negligible compared to the signal \((10^{-4} \text{ events per } 0.1 \cos(\text{zenith angle}) \ \text{bin per } 242.1 \text{ days})\). After the optimization for each zenith angle bin, the determined cut-offs in NPE are connected with contiguous lines as shown in Fig. 2.

The expected numbers of signal and background events with the selection criteria are summarized in Table I.

<table>
<thead>
<tr>
<th>Models</th>
<th>Expected events in 242.1 days</th>
</tr>
</thead>
<tbody>
<tr>
<td>GZK1 [4]</td>
<td>(0.16 \pm 0.00 ) (stat.) +1.4 (sys.)</td>
</tr>
<tr>
<td>Atm. muon</td>
<td>(0.3 \pm 1.4 ) (stat.) -0.05 (sys.) \times 10^{-4}</td>
</tr>
</tbody>
</table>

The effective area for each neutrino flavor averaged over all solid angles with the selection criteria is shown in Fig. 3.

**V. RESULTS**

The EHE neutrinos are searched for by applying the selection criteria determined in the previous section to the 242.1 days of observed data taken in 2007.

Since no event is found after the search, a 90% C.L. upper limit for all neutrino flavors (assuming full mixing neutrino oscillations) is placed with the quasi-differential method based on the flux per energy decade \((\Delta \log_{10} E = 1.0)\) described in Ref. [9]. A 90% C.L. preliminary upper limit for an \(E^{-2}\) spectrum is also derived as \(E^2 \phi_{\nu_e+\nu_\mu+\nu_\tau} \leq 5.6 \times 10^{-7} \text{ GeV cm}^{-2} \text{ s}^{-1}\).
Fig. 3. The effective area for each flavor neutrino after applying the signal selection criteria averaged over all solid angles. Blue dotted line represents $\nu_e$, black solid line for $\nu_\mu$, and red dashed line for $\nu_\tau$.

Fig. 2. The zenith angle vs total NPE. The top plots are for region A and the bottom ones for region B. The plots are for the observational data, the background from the empirical model and the GZK signal [4] from left.

Fig. 4. The preliminary upper limit by the IC-22 EHE analysis (red solid) (all flavor) with the systematics taken into account. The thick long dashed green line represents GZK model 1 [4], light blue is for GZK model 2 [10], blue line is for GZK model 3 [17] and yellow for Z-burst model [11]. The dotted green line is 90 % C.L. upper limit for GZK model 1 by this analysis. The upper limit by other experiments are also shown with dashed lines [12], [13], [14], [15], [16]. Limits from other experiments are converted to all flavors where necessary assuming full mixing neutrino oscillations.
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Abstract. We present the study of cosmic-ray induced atmospheric muon signatures measured by the underground IceCube array, some of which coincide with signals in the IceTop surface detector array. In this study, cosmic-ray primary energies are associated with the total number of photoelectrons (NPEs) measured by the underground IceCube optical sensors with two methods. We found that multiple muons that produce $10^4 \sim 10^5$ NPEs in the IceCube detector in 2008 is corresponding to the cosmic-ray primary energies of $10^7 \sim 10^9$ GeV.

This association allows us to study cosmic-ray physics using photon distributions observed by the underground detector that are characterized by the properties of muon bundles. It is observed that the detailed NPE space distributions in longitudinal and lateral directions from muon tracks display the ranging-out effect of low energy muons in each muon bundle. The distributions from 2008 high energy muon data samples taken with the IceCube detector are compared with two different Monte Carlo simulations. The first is an extreme case that assumes a single high energy muon in which nearly all of the energy loss is due to stochastic processes in the ice. The other uses the CORSIKA program with SYBILL and QGSJET-II high energy hadron interaction models, in which approximately half of the energy loss is due to ionization of low energy muons.
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I. INTRODUCTION

Bundles of muons produced in the forward region of cosmic-ray air showers appear as bright signals in Cherenkov detectors. The multiple-muon tracks with a small geometrical separation (called ‘muon-bundles’) resemble a muon with a higher energy. Understanding of the background muon bundles using a full air shower MC simulation in the high energy range above $10^7$ GeV is limited because the calculation involves poorly characterized hadronic interactions and a knowledge on the primary cosmic ray composition at energies where there is no direct measurement available. The experimental measurement of atmospheric muons provides an independent probe of the hadronic interactions and the primary cosmic-ray compositions.

The IceCube neutrino observatory [1] provides a rare opportunity to access the primary cosmic-ray energies beyond accelerator physics. The IceCube detector located at the geographic South Pole consists of an array of photon detectors which contains a km$^3$ fiducial volume of clean glacier ice as a Cherenkov radiator. Half of the final IceCube detector (IC40) was deployed by the end of austral summer of 2008. The IC40 detector consists of 40 strings of cable assemblies with an intra-string spacing of 125 m. Each string has 60 optical sensors (DOMs) spacing at intervals of ~17 m and stretching between depths of ~1450 m and ~2450 m in the glacial ice. DOMs are also frozen into tanks located on the surface near the top of each string. The ice-filled tanks constitute an air shower array called IceTop [2]. IceTop can act as an independent air-shower array to measure cosmic-ray spectra as well as trigger simultaneously with the underground detector. This provides a reliable method to study the atmospheric muon bundles.

The data taking with the IC40 detector configuration was performed from April, 2008 through March, 2009. The high energy muon-bundle (HEMu) sample consists of events which measure between $6.3 \times 10^2$ and $6.3 \times 10^3$ photo-electrons (PEs) in at least 50 underground DOMs. An IceTop coincidence (HECoinc) sample is a subset of the HEMu sample with the additional requirement that IceTop can successfully reconstruct the air shower event. Similarly, samples (called VHEMu and VHECoinc) with higher NPE threshold of $7.0 \times 10^3$ are studied. Definitions of samples are summarized in Table I.

Data studied in this paper is taken in the period of July to December 2008 with a livetime of 148.8 days. Event distributions of the samples are presented in Fig. 1.

<table>
<thead>
<tr>
<th>Sample</th>
<th>threshold NPE value</th>
<th>IceTop coincidence required</th>
</tr>
</thead>
<tbody>
<tr>
<td>HEMu</td>
<td>$6.3 \times 10^2$</td>
<td>no</td>
</tr>
<tr>
<td>HECoinc</td>
<td>$6.3 \times 10^2$</td>
<td>yes</td>
</tr>
<tr>
<td>VHEMu</td>
<td>$7.0 \times 10^3$</td>
<td>no</td>
</tr>
<tr>
<td>VHECoinc</td>
<td>$7.0 \times 10^3$</td>
<td>yes</td>
</tr>
</tbody>
</table>

II. COSMIC-RAY ENERGY AND UNDERGROUND BRIGHTNESS RELATION

Because the energy losses of muon-bundles are indicators of their energies and multiplicities, measurements of the total energy deposit of muons ($E_{loss}$) in the detection volume is important for understanding of the nature of muon-bundles. Here, we use the total number of photo-electrons recorded by the all underground DOMs (NPE) as an indicator of $E_{loss}$. The effective light deposit from
bundes can be parameterized with an effective track length $l_0$ as [3], [4].

$$\text{NPE} \sim l_0(\eta N_{\mu} + \xi \Sigma E_{\mu}) \propto E_{\text{loss}}. \quad (1)$$

Here, $N_{\mu}$ and $\Sigma E_{\mu}$ indicate multiplicities and energy sum of underground muons respectively. $\eta$ and $\xi$ are ionization and radiative energy loss coefficients assumed to be constant with energy. Primary cosmic-ray energies are related to the NPE with two methods. The first method is to directly relate the underground NPEs with IceTop cosmic-ray energy reconstruction results. The other is to construct an empirical model to characterize the event frequencies of underground NPEs from the experimentally measured cosmic-ray surface fluxes [5]. The former method has the advantage that both cosmic-ray energy and underground brightness are consistently measured quantities, while the directional acceptance is limited to near vertical. The latter method requires a model assumption in the underground bundle spectra shape but full angular acceptance is available.

A. IceTop coincidence signals

Figure 2 shows the measured underground NPE distribution as a function of cosmic-ray energies reconstructed by the IceTop air-shower array. The energy determination method by the IceTop array is described in [6]. A clear correlation exhibits that bright underground events are associated with the high energy cosmic-ray induced air showers and each NPE region roughly corresponds to different cosmic-ray energy regimes. For example, it shows that the cosmic-ray primary energy of $\sim 3.0 \times 10^7$ GeV are associated with $10^4$ NPE underground events. As shown in Fig. 1, because of the IceTop coincidence condition, most of events in this sample is near vertical.

B. The empirical model

A high energy muon empirical model is constructed as in [7]. In the model construction, the amount of energy that goes to muon-bundle from cosmic-ray primaries is expressed in terms of energy weighed integral of the Elbert formula [8]. Because a major part of NPEs from muon tracks is expected to be due to the radiative processes in the very bright events, it is assumed in the model that the NPEs from the ionization is negligible compared to the stochastic energy losses, i.e. $N_{\mu} = 1$ in Eq. 1. We then fit experimental data with this model by varying $\Sigma E_{\mu}$ in Eq. 1 until it reproduces the experimentally observed NPE event rates. The total energy in the bundle $\Sigma E_{\mu}$ is carried by a single muon and the muon is simulated with [9]. The model is constructed based on the data sample taken in 2007. The present sample from 2008 under study separately confirms the agreement as shown in Fig. 3 above the NPE threshold of $7.0 \times 10^3$. Below the threshold value, the model assumption that nearly all energy losses are due to radiative processes is expected to fail. The relation between the true cosmic-ray energy and NPE is shown in Fig. 4. The relation shows reasonable agreement with the experimentally measured relation shown in Fig. 2 in the overlapped acceptance region. An extrapolation of the relation indicates that corresponding primary cosmic-ray energy is increased to $10^9$ GeV for the muon bundle signals with $10^5$ underground NPE.

III. Energy losses of muons in bundles

A. Muon spectra in bundles

Average muon spectra in a bundle for different total NPE range from CORSIKA MC simulation using SYBILL and QGSJET-II as high energy interaction models with iron primaries and corresponding single muon energy distribution from the empirical model are shown in Fig 5. The plot shows that the number of muons reaching the IceCube depth from CORSIKA simulations increase with their total NPE. While there is a large difference between the muon bundle spectra from the CORSIKA full air-shower simulations and the high energy single muon empirical model, both describe the NPE event rates with a reasonable agreement (Fig 3). There is no significant difference in muon spectra from
SYBILL and QGSJET-II high energy interaction models with iron primary below \(4.0 \times 10^4\) NPE, but they exhibit some difference for the brighter events which approximately corresponds to the primary cosmic ray energies above \(\sim 10^8\) GeV.

The fact that the event rates as a function of the total NPE appear consistent among the three estimations with different muon bundle models indicates that the NPEs of an event insensitive to the energy spectra of muon bundles. It implies that to distinguish whether the observed photon emission is dominated by either the first or the second term in Eq. 1 is difficult with the total NPE. This indicates that the NPE measure is a systematically robust variable when used in analysis as in [7]. On the other hand, to evaluate muon bundle structure in each event, this variable is not sufficient. The nature of muon bundles, such as the muon spectra as in Fig. 5, is expected to appear in more detailed NPE distributions along the muon bundle tracks.

### B. The lateral and longitudinal NPE distributions

The NPE distributions as functions of distances along and perpendicular to the track are shown in Fig. 6. In the plots, only vertically reconstructed events (\(\theta \leq 15\) degrees) are used. Vertical tracks are suitable for measurement of detailed longitudinal development of the energy losses because the DOM separation in the \(z\) direction is only 17 m compared to 125 m in \(x-y\) direction. The detected Cherenkov photon profile shows a good correlation with the depth dependence of the measured optical properties of glacier ice. Fig. 6a shows a typical 3-dimensional NPE distributions of an observed high energy muon-bundle track. The lower panels shows averaged NPE distributions in the 2D plane from vertical VHEMu events for 2008 data, SYBILL-iron and the empirical model. There are visible differences in the 2D light deposit distributions between data and models which give similar NPE. The detailed NPE distributions can be further examined as a function of longitudinal distances along tracks at various lateral distances as shown in the Fig. 7. Each solid line denotes different lateral distance with a 50 m interval and the distributions correspond to the slices along the longitudinal distances in the left panel of the Fig. 6b. It can be seen that the NPE observed by each DOM decreases rapidly with lateral distances. The closest longitudinal NPE distribution (\(\leq 50\) m) shows that at the upper IceCube detector \(\sim 800\) NPEs are observed in each DOM and gradually decreased to \(\sim 300\) NPEs at the bottom of detector. This is expected to be due to ranging-out of low energy muons in bundles as they travel through the detector. This clearly shows that the longitudinal NPE profiles close to the track is sensitive to the muon energy loss profile. The effect is less visible when photons...
The effects of ice properties begin to dominate. The effect reconstructed VHEMu sample. Middle: CORSIKA-SYBILL with iron propagated more than 50 m from the track where the energy muon-bundle events which produces very bright event signals. (a) Left: A typical NPE space distributions of a bright event in 2008. The size of squares indicates \( \log_{10} \) NPE. Solid line indicates the reconstructed direction. There is a loss of photons due to a dusty layer of ice positioning around \( z = -100 \) m. Right: The NPEs from each DOM are plotted as functions of distances perpendicular to and along the reconstructed track. Filled bins are the position where the DOMs exist in this lateral and longitudinal two dimensional space and \( z \)-axis indicates measured NPEs. When there is more than one DOMs in a bin, NPE averages are calculated. (b) An averaged lateral and longitudinal NPE distribution of vertical bright events. Left: Vertically reconstructed VHEMu sample. Middle: CORSIKA-SYBILL with iron primary. Right: the high energy single muon empirical model.

The various parts of lateral and longitudinal profiles of the NPE distributions in 2-dimensional space are governed by the nature of muon bundles and optical properties of the ice in different way. Specifically, detailed study of the longitudinal NPE profiles at different lateral distances is important for a better understanding of both the muon-bundle and ice property modeling.

The contributions from ionization and radiative energy losses in the obtained lateral and longitudinal NPE distributions are not distinguishable so far. This is because longitudinal NPE profiles shown in Fig. 7 are obtained from multiple events and stochastic nature of energy losses are averaged out. However, a large difference between ionization and radiative energy losses is expected to appear in the event-by-event fluctuations of longitudinal/lateral NPE distributions. The sizes of fluctuations from stochastic energy losses are evaluated in [4] using the MMC program [10] and the fluctuations from ionization are expected to be \( \propto \sqrt{N_{\mu}} \).

The deviations of NPE along track from an average NPE per DOM are contributed from variations of ice properties. Because the ice properties does not fluctuate an event-by-event basis, it is possible to distinguish the variation due to ice properties and the fluctuation due to stochastic energy losses. The variations in NPEs near the tracks where less affected from ice properties and also the event-by-event NPE fluctuation at given depth are expected to be sensitive parameters to the stochastic part of the muon bundle energy losses.
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Abstract. Supernova explosions are among the most energetic phenomena in the known universe. There are suggestions that cosmic rays up to EeV energies might be accelerated in the young supernova shell on time scales of a few weeks to years, which would lead to TeV neutrino radiation. The data taken with the AMANDA neutrino telescope in the years 2000 to 2006 is analysed with a likelihood approach in order to search for directional and temporal coincidences between neutrino events and optically observed extra-galactic supernovae. The supernovae were stacked in order to enhance the sensitivity. A catalogue of relevant core-collapse supernovae has been created. This poster presents the results from the analysis.
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I. INTRODUCTION

Almost a hundred years after their discovery, the acceleration mechanisms and sources of the cosmic rays remain an unsolved problem of modern astronomy. Neutrino astronomy can be an important contribution to the solution of this problem. Young supernovae in connection with a pulsar have been proposed as a possible source of cosmic rays with energies up to the ankle. This pulsar model can be directly tested by measuring high energetic (TeV) neutrino radiation on time scales of a few weeks to years after the supernova [1][2].

The AMANDA-II neutrino telescope is located in the clear ice at the geographic South Pole and was fully operational since 2000. It reconstructs the direction of high energetic neutrinos by measuring Cherenkov light from secondary muons. The main background are muons and neutrinos produced in air showers in the atmosphere.

This analysis uses 7 years of AMANDA data taken during the years 2000-2006 with a total live-time of 1386 days. The data reconstruction and filtering is described in [3] and the final event sample contains 6595 events. The contamination of mis-reconstructed atmospheric muon events is less than 5% for a declination greater than $5^\circ$.

II. PULSAR MODEL

The liberation of rotational energy from a pulsar can accelerate particles to relativistic energies. Secondary particles, for example pions, are created in the interaction with the expanding supernova envelope and decay into neutrinos and other particles. In this analysis the pulsar model as described in [2] is used. Thermonuclear supernovae have no pulsar inside the envelope and are therefore not considered by this model.

The shape and length of the model light curve depend on the supernova envelope mass ($M_e$), uniformity (described by a parameter called $\xi$) and expansion velocity ($V$), the pulsar braking time and the maximum pion energy. An $E^{-2}$ neutrino energy spectrum is assumed with an energy cutoff at $10^{14}\text{ eV}$. Fig. 1 shows a typical model light curve for $t_c \approx 2 \times 10^6\text{ s}$ and $t_\pi \approx 8 \times 10^5\text{ s}$.

![Typical supernova neutrino model light curve](image)

Fig. 1. Typical supernova neutrino model light curve

where $\lambda$ is the fraction of the total magnetic dipole luminosity $L_0$ (in erg/s) that is transferred to accelerated particles and $\tau$ the characteristic pulsar braking time.

These values are obtained by choosing $M_e = 3M_\odot$, $\xi = 1$, $V = 0.1c$ and $\tau = 1\text{ year}$.
III. SUPERNova CATALogues

For this analysis a catalogue of supernovae was created. It combines three different electronically available and regularly updated SN catalogues [4][5][6]. A comparison of the three catalogues revealed some inconsistencies in the listed information. A consistent selection was made with special attention to the objects mistaken for a supernova observation, the total number of supernovae and the supernova positions.

Fig. 2 shows the distribution of the 4805 supernovae observed between 1885 and 2008. The clearly visible structure around the celestial equator are supernovae found by the Sloan Digital Sky Survey-II supernova survey. The nearest and best visible supernova for AMANDA was SN2004dj in NGC 2403 at a distance of approximately 3.33 Mpc.

This analysis searches for directional and temporal coincidences between neutrinos and supernovae. Therefore additional input has to be quantified for each supernova. Firstly, the expected neutrino flux has to be determined from an accurate distance. The supernova distance can be identified with the distance to the host galaxy and can be estimated from the redshift. The redshift estimate is replaced by a measured distance (e.g. Cepheid variables or Tully-Fisher relation) if available. This improves the distance accuracy for nearby supernovae, which are most relevant.

Secondly, the explosion date is needed for the temporal correlation, but only the date of the optical maximum or the discovery date is available. From some well observed SNe (e.g. 1999ex and 2008D) it is known that the optical maximum occurs around 15-20 days after the explosion, which is used as a benchmark. Fig. 3 shows the difference between the date of discovery and the date of maximum for those cases where the light curve was fitted to a template and the date of maximum extrapolated backwards in time or found on old photo plates. The majority of the supernovae are discovered within 20 days after the optical maximum. Hence, the discovery is assumed to be typically 20 days after the optical maximum. The uncertainty of the explosion date is accounted for in the likelihood approach.

Thirdly, for the individual supernova the needed input for the pulsar model is not available. Therefore, all supernovae are treated equally. The influence of the model light curve on the analysis is tested by defining two additional sets of parameters which result in light curves with very short and long neutrino emission. Hence, altogether three different model light curves (typical, short, long) are used. The width of the plateau that can be seen in Fig. 1 is 12 days for the typical, 1 day for the short and 76 days for the long light curve. The most realistic assumption for the supernovae in the catalogue is that they have individual realisations of the parameters of the pulsar model and therefore individual light curves between the extreme cases.

IV. LIKELIHOOD APPROACH

A new likelihood approach was developed for this analysis [7]. Its principal idea is to compare all neutrino events from the experimental data sample to every relevant supernova and evaluate the likelihood ratio (LHR) between the hypothesis that this event is signal and the hypothesis of being background. This yields a large value for a good and small value for a bad match. The LHR for all events is summed in order to obtain a cumulative estimator, called \( Q \):

\[
Q = \sum_{\text{events}} \frac{\sum_{\text{SN}} p(\vec{a}|\text{SN}) p(\text{SN})}{p(\vec{a}|\text{BG}) p(\text{BG})},
\]

where \( \vec{a} \) are characteristic observables of the event.

The advantage of this likelihood definition is that it can be extended to a stacking analysis. \( Q \) automatically assigns a small weight to irrelevant combinations of
neutrinos and supernovae, while relevant ones receive a larger weight. Thus, all supernovae from the catalogue can be used in the analysis and no optimisation on the number of sources is needed. $Q$ is a sum of likelihood ratios and therefore its absolute value contains no physical information.

The probabilities in the likelihood sum are constructed from properties of AMANDA, the experimental data sample and the considered model light curve. $p(\text{BG})$ is the probability to have background and is an unknown but constant factor. This probability is eliminated by redefining $Q$ to $Q \cdot p(\text{BG})$.

$p(\vec{a}|\text{BG})$ is the probability that, assuming an event is background, it is observed at its specific time and from its specific direction. It is factorised into a temporal and an angular part. The temporal part corresponds to the AMANDA live-time. However, it cancels out with the corresponding temporal part of $p(\vec{a}|\text{SN})$. AMANDA does not distinguish between signal and background neutrinos and was obviously taking data when the event was measured. The angular probability is constructed with the normalised zenith angle distribution of the experimental data sample (see Fig. 2 in [3]). The azimuth probability is constant, because AMANDA is completely rotated each day and the azimuth is randomised for the relevant time scales of this analysis.

The supernova signal probability consists of $p(\vec{a}|\text{SN})$ and $p(\text{SN})$. The first part depends on the specific event and is the probability that an event from a supernova is observed at a given time from a given direction. $p(\text{SN})$ is the probability to observe a signal from that supernova and is estimated for each supernova.

For $p(\vec{a}|\text{SN})$ two terms are considered. $p(\Psi|\text{SN})$ is the probability that a neutrino from a supernova is reconstructed with an angular difference $\Psi$ relative to the supernova direction. This probability is calculated from the point-spread function, which is obtained from Monte Carlo simulations. The second term $p(t, \ell_{\text{SN}}|\text{SN})$ yields the probability that a neutrino arrives with a time offset $t - \ell_{\text{SN}}$ from the explosion date. This probability is taken from a likelihood light curve.

In order to be less model dependent three generic likelihood light curves (typical, short, long) are constructed. They are inspired by the model light curves and constructed conservatively in order to not miss signal by accidentally looking too early or too late. Hence, if the date of the optical maximum is known, the starting time for the likelihood light curves ($t = 0$) is defined to be 30 days earlier. In case only the date of the discovery is known a 50 days earlier starting time is used. This makes sure that the explosion is not missed, because the time shift to the explosion date is overestimated by about 15 days for the optical maximum and up to 35 days for the date of discovery. The likelihood light curves consist of a half Gaussian for $t < 0$, a plateau for $t > 0$ and another half Gaussian after the plateau. The length of the plateau is the full width at 90% of the model light curves and enlarged by the uncertainty of the explosion day. This uncertainty is bigger if only the date of discovery is known. The width of the Gaussian after the plateau is the full width at half maximum (FWHM) after the plateau of the model light curves. Fig. 4 shows the typical likelihood light curve for the date of discovery.

$Q$ distributions for signal and background simulations are used to construct confidence belts with the Feldman-Cousins approach to the analysis of small signals [8]. Each simulated data sample contains 6595 signal or background events like the experimental data set. Background events are simulated with the zenith angle distribution of the experimental data and the AMANDA live-time. For the signal simulation a model light curve and the AMANDA angular and temporal acceptance is simulated. The angular acceptance includes a random simulation of assumed systematic uncertainties of the measured rate of high energetic muon neutrinos [3]. The simulation of the temporal and angular acceptance reduces signal events from days with low live-time or unfavourable supernova directions.

The confidence belts are used to estimate the sensitivity of the analysis. The sensitivity for the long model light curve is not compatible compared to [3]. Furthermore, if the supernovae have short model light curves, the sensitivity is comparable for the short and
typical likelihood light curves. The typical pulsar model is best detected with the typical likelihood light curve. Therefore the experimental data is analysed with the typical likelihood light curve, because it can cover a larger range of possible parameters.

VI. EXPERIMENTAL RESULT

Analyzing the experimental AMANDA data with the typical likelihood light curve yields:

\[ Q_{\text{typical}}^{\text{Exp}} = 0.0059. \]  

Fig. 5 shows this value in a $Q$ distribution for background only. The p value of obtaining a $Q$ value equal or bigger than 0.0059 is 73.0%. Hence, the $Q$ value is consistent with background and no deviation from the background only hypothesis is found. Therefore upper limits for the three model light curves are derived.

![Graph showing Q value distribution](image)

90% upper limits on the signal strength are derived from the Feldman-Cousins confidence belts. With the help of the signal simulation explained above this value converts to the sum of neutrinos from all supernovae. Assuming the above model ranking of sources and the stacking this limit can also be interpreted as a limit on the number of neutrinos from SN2004dj. Tab. I shows the obtained upper limits for the typical, short and long pulsar model light curve.

<table>
<thead>
<tr>
<th>Pulsar model</th>
<th>All SNe</th>
<th>SN2004dj</th>
</tr>
</thead>
<tbody>
<tr>
<td>Typical</td>
<td>$&lt; 5.4$</td>
<td>$&lt; 1.0$</td>
</tr>
<tr>
<td>Short</td>
<td>$&lt; 4.1$</td>
<td>$&lt; 0.9$</td>
</tr>
<tr>
<td>Long</td>
<td>$&lt; 67.5$</td>
<td>$&lt; 5.9$</td>
</tr>
</tbody>
</table>

**TABLE I** 90% UPPER LIMITS ON THE NUMBER OF NEUTRINOS FROM ALL SUPERNOVA AND FROM SN2004DJ.

The event numbers can be converted to a flux by integrating the AMANDA neutrino effective area with the expected signal energy spectrum ($E^{-2}$ spectrum with cutoff at $10^{14}$ eV). Assuming the typical pulsar model for all supernovae and taking the average of the effective area over all directions, the 90% upper limit on the flux from all supernovae for the plateau of powerful neutrino radiation (12 days) is:

\[ \frac{d\phi}{dE} \cdot E^2 < 5.2 \times 10^{-6} \text{ GeV cm}^{-2} \text{s}^{-1}. \]

Using the effective area for the direction of SN2004dj, the corresponding 90% upper limit for SN2004dj is:

\[ \frac{d\phi}{dE} \cdot E^2 < 8.4 \times 10^{-7} \text{ GeV cm}^{-2} \text{s}^{-1}. \]

These limits are valid in the energy range from 1.1 TeV to 84.0 TeV.

Assuming that the energy range of the pulsar model as described in [2] can be extended to higher energies, the limits would improve by about 30% and are then valid in the energy range from 1.7 TeV to 2 PeV.

VII. CONCLUSION

For the first time the neutrino emission from young supernova shells was experimentally investigated. In the context of the pulsar model no deviation from the background only hypothesis was found.

For a galactic supernova the expected flux from the pulsar model should be sufficient to be detectable by IceCube, the AMANDA successor. The sensitivity of this analysis might be enhanced by using an energy estimator in the likelihood and the individual event reconstruction error instead of the energy averaged point–spread function.
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Abstract. We present results from the search for diffusely distributed Ultra High Energy (UHE) neutrinos performed on data collected in 2003-2005 with the AMANDA experiment. At energies above a few PeV the Earth is opaque to neutrinos, therefore neutrinos must be differentiated from downward going cosmic ray induced (bundles of) muons. A search for a diffuse flux of UHE neutrinos shows no events, leading to a flux limit, summed over all flavors $E^2 \Phi_\nu < 8.4 \times 10^{-8}$ GeV cm$^{-2}$ s$^{-1}$ sr$^{-1}$ (90% confidence level) for $10^{15.2}$ eV $< E_\nu < 10^{18.8}$ eV. This limit is the most stringent placed to date. A number of model predictions different from the AMANDA experiment. At energies above a few PeV the Earth is opaque to neutrinos, therefore the AMANDA experiment. The UHE analysis is performed by using the information of multiple p.e.’s from the PMT waveforms. The initial level of the analysis is defined by eliminating over 90% of the background by retaining only events.

I. INTRODUCTION

Neutrino production from Active Galactic Nuclei (AGN), and other astrophysical sources have been extensively modeled during the past two decades, as described in [1], [2], [3]. Super-massive black holes hosted in the AGNs would accelerate, via a first-order Fermi mechanism, charged particles to ultra high energies. The collision of ultra-relativistic protons with the photon field in the AGN, via p$\gamma$ and pp-interactions, would then produce high-energy neutrinos. The predicted intensity of neutrinos from these astronomical sources can reach the Earth and be detected by underground neutrino telescopes. Other theoretical calculations as presented in [4], [5], [6] and [2], derive an upper bound to the expected neutrino fluxes from high energy cosmic ray observations. These predictions, based on a model-independent approach, provide also a target for neutrino detector sensitivities. The predicted upper bound ($\nu_\mu$ and $\bar{\nu}_\mu$ combined) for an E$^{-2}$ spectrum is $E^2 \Phi^{WB}_\nu \leq 2 \times 10^{-8}$ $\xi_\nu$ GeV cm$^{-2}$ s$^{-1}$ sr$^{-1}$, where $\xi_\nu$ accounts for cosmological model and source evolution. Using cosmological dependence and source evolution that follows star formation rate over cosmological time gives $\xi_\nu \sim 3$. Assuming $\nu_\mu/\nu_e = 0.5$ at the source, produced from $p\gamma$ and pp-collisions, the upper bound on the total flux for all $\nu$ flavors becomes $E^2 \Phi^{WB}_\nu \sim 9 \times 10^{-8}$ GeV cm$^{-2}$ s$^{-1}$ sr$^{-1}$.

II. ANALYSIS

The analysis results presented in this paper incorporate 3-year of AMANDA data collected in 2003-2005 (detector live-time of 507 days) and are based on work for one year analysis [7] of 2003 data. The Antarctic Muon And Neutrino Detector Array (AMANDA) [8], is the first neutrino telescope constructed in transparent ice, and deployed between 1500 m and 2000 m beneath the surface of the ice at the geographic South Pole in Antarctica. The AMANDA detector uses the Earth to filter out muons generated in the atmosphere on the Northern hemisphere and to search for point and diffuse sources of neutrinos with upward going direction at TeV to 100 TeV energies. However, at energies above PeV the Earth is opaque to neutrinos, therefore $\nu$'s must be differentiated from the large background (billions of events per year) of downward going cosmic ray induced (bundles of) muons, which constitutes the primary challenge of this analysis. AMANDA has been taking data with the same detector configuration since 2000, and the data acquisition electronics was upgraded in 2003 by recording full waveforms of the photoelectron (p.e.) pulses from the photomultiplier tubes (PMT) using Transient Waveform Recorders (TWR) [9]. The entire 2003 data set of the AMANDA TWR technology was processed, calibrated and analyzed to perform an atmospheric neutrino analysis and a search for point sources in the Northern hemisphere sensitive at TeV energies [10], [11], which demonstrated the basic capabilities of the novel system to reproduce comparable physics results of the standard system of the AMANDA detector. After demonstrating the physics performance of the TWR technology, the analysis is performed to search for diffusely distributed neutrinos above PeV energies. The full waveforms from the PMT’s provide far more information on the light distribution from complex high energy events. However, the new technology produced ~ 85 TB in 3 years, more than an order of magnitude increase w.r.t. the standard AMANDA system. To meet the challenge of large data structure and to simulate comparable data volume new analysis strategies were developed using high performance computing resources. The resources required for this analysis exceeded 2M CPU hours.

The UHE analysis is performed by using the information of multiple p.e.'s from the PMT waveforms. The initial level of the analysis is defined by eliminating over 90% of the background by retaining only events...
with large number of p.e. pulses recorded in the array. After this level the analysis is refined by developing two independent neural networks. The first neural network mostly incorporates variables from reconstructed events, i.e. the reconstructed zenith angle of the events, which can separate downward going muons from signal mostly concentrated at the horizon. The second neural network uses primarily time dependent variables, like spread in leading edge of the arrival time and time-over-threshold values of the p.e. pulses, which at the higher level of the analysis better discern signal from high energy bundles of atmospheric muons. Variables were developed that exploit the full PMT waveforms, which in turn strongly correlate to signal features and better separate signal-like background events. Selection criteria based on single variable discriminators, like the number of photon-electrons were tested, but demonstrated not to be efficient for retaining signal events. Therefore a new set of variables were developed, which depend on timing and energy of typical signal events [7]. The new developed variables which use multiple photon-electrons in the PMT waveforms are the fluctuation of the time-over-threshold incorporated in the standard deviation of the tot’s ($\sigma_{\text{tot}}$), the mean of the leading edge times of the photon-electron pulses ($\mu_{\text{le}}$), and the fluctuation from the standard deviation of the leading edge times ($\sigma_{\text{le}}$). Simulation of signal shows that distant UHE $\nu$ events may not deposit much light in the detector, but the spread in leading edge arrival time $\sigma_{\text{le}}$ and time-over-threshold $\sigma_{\text{tot}}$ values is large compared to typical background events. Background events tend to have large number of muons with relatively small lateral dimensions, which traverse through or close to the detector. Consequently, the arrival time of background photons shows little spread in time. On the other hand, signal events with comparable values of number of photon-electrons do not pass close to the detector. Therefore, these events differ from background because the photons show large variability in the arrival times. To further improve background rejection, neural networks were developed and trained. The most powerful neural network included variables that measure the mean spread in leading edge times and fluctuations of time-over-threshold values. The search is performed with a blind analysis, i.e. 20% of the data sample is used to compare data with simulation while cut optimization is based on simulation solely. Once the analysis criteria are established, the cuts are frozen and applied to the remaining 80% of the data. Fig. 1 left panel shows the neural network (NN$_2$) before the final cut level for the combined data set, for the simulated atmospheric background and for the neutrino signal following an $E^{-2}$ spectrum.

Background simulation was performed by generating primary cosmic ray using the CORSIKA package [12], propagating particles through the ice with the program MMC [13], recording detector response using the program AMASIM [14] with description of depth-dependent properties of Antarctic ice [15], and including proper treatment of waveform data. Similarly, neutrino signal simulation was performed for all flavors using the program ANIS [16]. Background simulation was biased in energy and spectrum towards high energy events to accommodate available computing resources. The final cut on NN$_2$ was determined by evaluating the model rejection factor (MRF), as described in [17], and computing the minimum of the ratio $\text{MRF} = \langle \mu_{\text{sig}}(n|b) \rangle / n_{\text{sig}}$. The $\langle \mu_{\text{sig}}(n|b) \rangle$ is the average 90% C.L. upper limit, determined by using the Feldman-Cousins method [18], computed over the Poisson probabilities for the experiment repeated many times, and $n_{\text{sig}}$ is the number of signal events for a given model. The minimum of the MRF determines the cut which is set to NN$_2 > 0.85$. After the final cut one experimental event is observed over a detector live-time of 507 days, consistent with 0.9 (−0.9, +1.3) events from background expectation.

III. RESULTS

The search for a diffusely distributed flux of UHE neutrinos shows no signal events, leading to a preli-
nary flux limit, summed over all flavors
\[ E^2 \Phi_\nu \leq 8.4 \times 10^{-8} \text{ GeV cm}^{-2} \text{ s}^{-1} \text{ sr}^{-1} \]  
(1)
at 90% C.L. for the energy interval \( {10^{15.2} \text{ eV} < E_\nu < 10^{18.8} \text{ eV}} \), defined by the 90% containment of the final neutrino energy distribution, which has a median energy of \( \langle E_\nu \rangle = 4 \times 10^{16} \text{ eV} \). Fig. 1 right panel shows the detector effective area for all flavor neutrinos for an \( E^{-2} \) spectrum as a function of neutrino energy, which for muon neutrinos reaches 100 m\(^2\) for 100 PeV and rapidly increases with energy.

The limits are computed including the contribution of systematic uncertainties by using the method described in [19]. Tab. I summarizes the different sources of systematic uncertainties which impact background and signal simulation in this analysis: The same numbers as given in the table is then repeated in the text. Differences in the simulation for cosmic ray composition by generating proton and iron CR primaries, and interaction models by using two different hadronic models (QGSJET and SIBYLL) were used to estimate variations in background event rate; Uncertainties in detector sensitivity which mostly depend on the absolute sensitivity of the PMT’s, were also included; Variations have been estimated due to the difference in detector response observed for the three years studied in the analysis; Variations in the spread of the time-over-threshold for distances \( d > 200 \text{ m} \) were evaluated for the impact on signal efficiency; Studying ice properties with two different models gave a max variation of 16% in signal sensitivity; The impact on systematic uncertainties due to ice properties has been further studied by varying the length of photon propagation in ice for distances characteristic of high energy signal, and by incorporating this variation into the effect of detector sensitivity to estimate the impact on signal sensitivity; Background from charm production has been estimated to be negligible in this analysis;

### TABLE I

<table>
<thead>
<tr>
<th>Source</th>
<th>bg</th>
<th>signal (( E^{-2} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR comp. and inter. models</td>
<td>±80%</td>
<td>-</td>
</tr>
<tr>
<td>detector sensitivity</td>
<td>±15%</td>
<td>±15%</td>
</tr>
<tr>
<td>year-to-year detector variation</td>
<td>±14%</td>
<td>±14%</td>
</tr>
<tr>
<td>tot-factor for ( d &gt; 200 \text{ m} )</td>
<td>-</td>
<td>+10%</td>
</tr>
<tr>
<td>ice properties</td>
<td>±20%</td>
<td>±30%</td>
</tr>
<tr>
<td>charm BG</td>
<td>negl.</td>
<td>-</td>
</tr>
<tr>
<td>tot-corr. and ( N_2 )-laser cal.</td>
<td>±100%</td>
<td>±10%</td>
</tr>
<tr>
<td>neutrino cross section [20]</td>
<td>-</td>
<td>±4%</td>
</tr>
<tr>
<td>LPM effect</td>
<td>-</td>
<td>-3%</td>
</tr>
<tr>
<td>total (added in quadrature)</td>
<td>±131%</td>
<td>±61%</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Model</th>
<th>( \nu_{\text{ME}} )</th>
<th>MRF</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGN RL A-jet</td>
<td>1.10</td>
<td>3.05</td>
<td>Mannheim 95 PG [1]</td>
</tr>
<tr>
<td>AGN RL B-jet</td>
<td>17.8</td>
<td>0.19</td>
<td>Mannheim 95 RL [1]</td>
</tr>
<tr>
<td>AGN-jet</td>
<td>14.6</td>
<td>0.23</td>
<td>MPR 00 [2]</td>
</tr>
<tr>
<td>AGN-core</td>
<td>3.12</td>
<td>1.07</td>
<td>Stecker 05 [3]</td>
</tr>
<tr>
<td>Waxman-Bahcall</td>
<td>4.04</td>
<td>0.83</td>
<td>WB 99 [4]</td>
</tr>
<tr>
<td>GZK mono-energetic</td>
<td>5.50</td>
<td>0.61</td>
<td>KKSS 02 [21]</td>
</tr>
<tr>
<td>GZK index ( \alpha=2 )</td>
<td>4.68</td>
<td>0.72</td>
<td>KKSS 02 [21]</td>
</tr>
<tr>
<td>GZK full evol.</td>
<td>0.28</td>
<td>12.0</td>
<td>ESS 01 [22]</td>
</tr>
</tbody>
</table>

Fig. 2. Experimental limits of this analysis on a diffuse \( E^{-2} \) \( \nu \)-flux for all flavors as a function of neutrino energy, thick solid line. Solid lines represent experimental limits from other experiments [23], [24], [25], [26], [27], [28], [29]. Dotted curves represent model predictions for a diffuse \( \nu \)-flux, and predictions have been adjusted for all flavor neutrino contribution, where necessary.
Variations in the N$_2$-laser calibration for the spread of the time-over-threshold were estimated for background event rate and signal efficiency; Uncertainties in the neutrino cross section [20] for this analysis were incorporated, and impact due to LPM effect for signal above 10$^{18}$ GeV were also included. The estimated systematic uncertainties have been added in quadrature and incorporated in the final results of the analysis.

The diffuse limit has been used to test a number of model predictions different from the E$^{-2}$ spectrum. Model predictions with a ratio $\langle \mu_{90}(n|\theta) \rangle/n_{\text{MRF}} < 1$ are excluded by this analysis. The models tested and the corresponding MRF have been summarized in Tab. II. A class of AGN predictions based on jet-models scenario, such as [1] (RL B) and [2] have been excluded, while prediction [1] (RL A) is not, and AGN prediction based on core-models scenario [3] is almost excluded. From the class of models excluded by this analysis we can conclude jet-models normalized to diffuse x-ray or GeV/TeV emission from individual sources are generally disfavored. These limits are consistent, and below the maximum upper bound to neutrino flux predicted by [4], [6], and also below the maximum neutrino flux due to possible extra-galactic component of low-energy protons of 10$^{17}$ eV [5]. These results are also consistent and below the bounds on neutrino fluxes presented by [2], computed by assuming optically thin (thick) sources to pion photo-production processes. Models on GZK neutrino spectrum were also tested, predictions [21] are excluded, while prediction [22] is still compatible with these results. The limits from this work to an E$^{-2}$ neutrino flux as a function of energy are shown in Fig. 2, thick solid line. Model predictions are represented by dotted curves, and solid lines show limits presented by other experiments [23, 24, 25, 26, 27, 28, 29].

At UHE energies this analysis is sensitive to search for point source of neutrinos in the Southern Sky. Simulation shows that muons are reconstructed with angular resolution of $\sim 7^\circ$ over the entire Southern hemisphere. Except for a small band near the horizon, signal originating from the Southern Sky will be observed in the Southern Sky. The sensitivity only depends on zenith angle and is roughly independent of azimuth, and maximum sensitivity peaks at the horizon [7]. Since, no excess of events were observed, a flux limit as a function of declination is derived. Fig. 3, and fitted with a function of $\delta$, as $E_2^2 dN/dE_\nu(\sin \delta) \leq (1.3 \times 10^{-7} \text{ GeV cm}^{-2} \text{ s}^{-1} \text{ with 10% accuracy, valid for } -0.8 < \sin(\delta) < 0$, and for $10^{15.2} \text{ eV} < E_\nu < 10^{18.8} \text{ eV}$.

These point flux limits are valid for energies above PeV, and are compatible with results from other experiments, which cover lower energy intervals between 10 GeV - 100 TeV [30], and between 10 GeV - 100 GeV [31].

To summarize, we have presented in this paper the most stringent limits to date for neutrino energies above 1 PeV. These experimental limits begin to restrict the largest possible fluxes of the WB upper bound [4], [5], [6].
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Abstract. Astrophysical neutrino sources are expected to produce electron and muon flavor neutrinos via charged pion decay. Over cosmological distances, standard neutrino oscillations will change the flavor content to include equal fluxes of all three flavors. Tau neutrinos with energies above a few PeV will produce characteristic signatures known as double-bangs and lollipops. In contrast to searches for cosmological electron and muon neutrinos, which must contend with backgrounds from atmospheric neutrinos, tau neutrinos are expected to be background-free. Thus far no searches for tau neutrino events with these characteristic signatures have been performed because their detection requires a kilometer-scale detector. In this talk, we will present current results from several methods for searching for high energy tau neutrinos in IceCube.

Keywords: Tau neutrinos, Double-bangs, IceCube

I. INTRODUCTION

One of the main research topics in neutrino telescopes such as ANTARES and IceCube is to search for neutrinos of astrophysical origin. Astrophysical particle accelerators like AGNs and GRBs may produce high energy neutrinos [1], [2]. As daughters of charged pion decay, the emerging neutrinos are expected to have the flavor flux ratio of $1:2:0\ (\nu_e: \nu_\mu: \nu_\tau)$. Due to neutrino oscillations, this neutrino flux is expected to be observed in the flavor ratio of approximately 1:1:1 on Earth. There are also models which predict different ratios of neutrino flux observed on the Earth but they all lead to non-zero flux of $\nu_\tau$ [3], [4].

Here we discuss aspects of a search for high energy ($\text{greater than a few PeV}$) $\nu_\tau$’s with the IceCube 22-string array (“IC-22”). High energy $\nu_\tau$’s can leave very distinctive signatures in the IceCube detector owing to the very short life time and numerous decay channels of tau leptons. We denote these signatures “lollipops,” “inverted lollipops” and “double-bangs” [5], [6]. Although high energy $\nu_\tau$’s can traverse the Earth through the “regeneration” process [7], they typically emerge with energies too low to create any of the signatures under study here. The low energy (below PeV) $\nu_\tau$’s can be detected in $4\pi$ in IceCube but are seen as “cascade-like” events, which is described elsewhere.

The lollipop and inverted lollipop topologies are characterized by having either the production or decay vertex of the tau lepton well outside the detector fiducial volume, respectively. In these topologies we expect to see a track due to the tau lepton and a single shower at the contained vertex. The double-bang topology as shown in Fig. 1 is characterized by having both production and decay vertices contained within the detector fiducial volume, and the tau track long enough to clearly separate the two showers from one another.

These astrophysical high energy $\nu_\tau$ events are contaminated much less by atmospheric background from cosmic ray interactions compared to $\nu_\mu$ and $\nu_e$ [8]. This is because the conventional atmospheric $\nu_\tau$ flux is nearly zero, and the prompt $\nu_\tau$ flux produced from charmed meson decay in the atmosphere is also expected to be very small [9], [10].

II. SIGNATURE BASED SEARCH METHOD

In IC-22, the search for high energy $\nu_\tau$ does not incorporate full event reconstruction [11], but instead relies on a simpler approach that exploits the unique signatures
of these events. An example of a simple criterion is given in Fig. 2 which shows the distribution of detected charge (proportional to the amount of Cherenkov light) per digital optical module (DOM) as a function of the time at which the light arrived, for a simulated inverted lollipop event.

As shown in the figure the inverted lollipop event produces a unique topology consisting of a shower followed by a track inside the detector compared to typical muons that produce simple track-like signatures with smooth light deposition along its track length. A set of simple variables based on the differences in the topologies can select (inverted-)lollipop and double-bang events while removing track-like muon backgrounds. One of the variables invented for this purpose is maximum "current ratio," $I_{R,\text{max}}$. This variable is defined as a ratio of the two currents, $I_R$, themselves defined as the amount of charge per unit time, inside and outside a sliding time window, as shown in Fig. 2. When the sliding time window passes through the event’s time-ordered hits, $I_R$ is calculated, and its maximum value $I_{R,\text{max}}$ is used as a cut variable. For signal events, $I_{R,\text{max}}$ is expected to be greater than 1 but for simple track-like muon backgrounds it is expected to be closer to 1.

However, energetic muons can leave a big shower from bremsstrahlung during their passage through the fiducial volume so that these events could survive the $I_{R,\text{max}}$ cut due to the similarity of the event topology. To remove these energetic muon events another variable called the “local current,” $I_{L}$, is used. The $I_L$ is defined as the current calculated in three equally-spaced time regions of an event’s time-ordered hits. Of the first and last third, we choose the one with the largest IL as the selection criterion. We intentionally ignore the middle third to help reject energetic muons that have an accompanying bremsstrahlung somewhere in the middle of its track length. This variable showed good discrimination power between signal and background events.

III. CUTS AND EFFICIENCIES

So far the cuts have been developed in six distinct levels after application of a trigger and online filter. The trigger, denoted “SMT8,” applies a simple majority condition of 8 hits within 5 μs to the data as it is acquired. The online filter is a logical OR of IceCube’s cascade and Extremely High Energy (EHE) filters. The cascade filter is designed to select events which satisfy minimum condition of “cascade-like” events [12]. For the EHE filter, a minimum of 80 hits were required.

The level 0 and 1 (L0, L1) cuts are designed to remove track-like muon backgrounds. The L2 cuts are designed mainly to remove energetic muons accompanying bremsstrahlung in the middle of their passage. The L3 cuts are designed to remove downwards-going events, and the L4 cuts are designed to select events that look more “cascade-like” than “track-like” using different variables from those used in L0 and L1. The L5 cuts are designed to remove events which are not sufficiently contained inside the detector. Fig. 3 shows the relative efficiencies at each cut level for signal and background events.

As shown in Fig. 3, lollipop and double-bang events keep the highest efficiencies because they are specially selected from all generated $\nu_\tau$’s so that they are well contained within the IC-22 detector (“golden events”). Next highest efficiency group is astrophysical neutrinos of all flavors. Note that, for the astrophysical $\nu_\tau$’s, they are unbiased data samples including all generated $\nu_\tau$ events unlike the “golden events”. Atmospheric neutrino backgrounds, prompt and conventional, come next to astrophysical neutrinos. Atmospheric muon backgrounds, single and coincident, show the lowest efficiencies even
though they run out of statistics from L3 cut which need statistical improvement in near future.

It is good that the cuts developed so far segregate well between astrophysical signal and atmospheric background events. Within astrophysical neutrinos, however, the cuts are almost equally sensitive to all flavors so that we lose the discrimination power for the specific flavor under study, $\nu_\tau$. This is due to the fact that the cuts are still quite general. To better distinguish astrophysical $\nu_\tau$ from astrophysical $\nu_\mu$ and $\nu_e$, which can more easily mimic lollipop than double-bang signatures, the future direction this analysis will take is to focus exclusively on the double-bang topology.

IV. DOUBLE-BANG SEARCH

Fig. 4 shows charge per DOM distribution as a function of DOM hit time for a simulated double-bang event produced from a primary neutrino energy of 50 PeV. As shown in the figure the double-bang event has two showers separated by a track (403 m long).

![Double-bang search](image)

Fig. 4. Charge (number of photo-electrons) per DOM distribution as a function of DOM hit time (ns) for a simulated double-bang event. The first peak corresponds to a shower from $\nu_\tau$ CC interaction and the second peak from the tau decay. Only hits arriving within 900 ns of residual time were used. (Residual time is the time difference between expected and actual photon arrival time.)

Using the local current variable described above, requiring a large $I_L$ in both the first and last parts of the event, double-bang events can be selected. However, very energetic muons which produce two bremsstrahlungs in sequence could survive this cut. Further cuts are still being developed and evaluated.

V. CONCLUSION

Nature produces high energy neutrinos and they can be observed in all flavors. We try to detect especially high energy $\nu_\tau$'s which can leave unique signatures inside the IceCube detector. So far our approach is rather simple but we will continue investigate the IceCube potential especially for double-bang type events.
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Abstract. We present the expected sensitivity of an analysis that will use data from the IceCube Neutrino Observatory to search for distortions in the energy or directional dependence of atmospheric neutrinos. Deviations in the energy and zenith angle distributions of atmospheric neutrinos due to Lorentz invariance violation or quantum decoherence could be a signature of quantum gravity in the neutrino sector. Additionally, a periodic variation as a function of right ascension is a possible consequence of a Lorentz-violating preferred frame. We use a likelihood method to constrain deviations in the energy and zenith angle distributions and a discrete Fourier transform method to constrain a directional asymmetry in right ascension. In the absence of new physics, the likelihood method can also constrain conventional and prompt atmospheric neutrino flux models. Results from a similar analysis using data from the AMANDA-II detector are also discussed.
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I. INTRODUCTION

Physicists have so far been unable to reconcile quantum field theory and general relativity into a coherent theory of quantum gravity (QG). Numerous approaches are in development, and common to many is the possibility that Lorentz invariance is violated at extremely small distance scales (high energy scales), due to a discrete structure of spacetime or an invariant minimum length scale. Interactions with a spacetime foam, or virtual black holes, may also induce quantum decoherence in which pure quantum states evolve into mixed states [1].

Neutrinos, lacking any gauge interactions other than weak, and having extremely high Lorentz factors, are sensitive probes of these effects. Violation of Lorentz invariance (VLI) can induce a number of flavor-changing signatures in neutrinos, including oscillations with unique energy dependencies or directional asymmetries due to a Lorentz-violating preferred frame. Quantum decoherence (QD) can also result in flavor-changing effects that depend upon the neutrino energy.

Atmospheric neutrinos are produced in the decay chains of particles resulting from the interaction of cosmic rays with the earth’s atmosphere [2,3]. The IceCube neutrino telescope [4], currently under construction in the glacial ice at the South Pole, detects the Cherenkov radiation emitted by charged particles produced by neutrino interactions in the ice or rock. IceCube has already collected a large sample of atmospheric muon neutrinos in the energy range of 100 GeV to a few tens of TeV, and can search for deficits caused by possible QG effects such as VLI or QD.

We will first review the phenomenological models of QG to be tested. Then, we will discuss event selection and the observables used for the analysis, followed by a discussion of the likelihood and discrete Fourier transform (DFT) methods we use. Finally, results from the AMANDA-II detector, and expected sensitivity of the 40-string configuration of IceCube will be discussed.

II. PHENOMENOLOGY

A. Violation of Lorentz Invariance

For VLI models, we consider the case of a flavor-dependent dispersion relation, or, equivalently, flavor-dependent limiting velocities that differ from the speed of light [5,6]. Further, we make the simplifying assumption of a two neutrino model in which the new eigenstates are characterized by a mixing angle η and a phase ξ.

The effective oscillation wavelength is:

\[ \Delta L = \frac{\Delta m^2 L}{4E} \frac{\sin 2\Theta}{R} \]

E is the neutrino energy and L the propagation distance for the atmospheric neutrino, which is a function of zenith angle. Θ is the effective mixing angle, given by

\[ \sin^2 2\Theta = \left( \sin^2 2\theta + R^2 \sin^2 2\xi \right) \frac{1 + 2R \sin 2\theta \sin 2\xi \cos \eta}{R^2} \]

The effective oscillation wavelength is

\[ R = (1 + R^2 + 2R \cos 2\theta \cos 2\xi + \sin 2\theta \sin 2\xi \cos \eta)^{-1/2} \]

R is the ratio between the VLI oscillation wavelength and the mass-induced oscillation wavelength:

\[ R = \frac{\Delta c}{c} \frac{E}{2 \Delta m^2} \]

Δc/c is the velocity splitting between eigenstates. The VLI oscillation length can be generalized to integral
powers of neutrino energy:
\[
\frac{\Delta c}{c} \frac{L E}{2} \rightarrow \Delta \delta \frac{L E^n}{2}.
\]
Since mass-induced oscillations are suppressed in the energy range for this analysis, we can make a simplifying assumption and set \(\eta = \pi/2\) so that \(\cos \eta = 0\). We then have two physics parameters: \(\Delta c/c\) and \(\sin^2 2\zeta\).

B. Decoherence
For quantum decoherence, we use a full three-neutrino model, in which the muon neutrino survival probability can be written [7,8]:
\[
P_{\nu_\mu \rightarrow \nu_\mu} = \frac{1}{3} + \frac{1}{2} \left\{ e^{-\gamma L} \cos^4 \theta_{23} \right. \\
+ \frac{1}{12} e^{-\gamma L} (1 - 3 \cos 2\theta_{23})^2 \\
+ 4 e^{-\gamma L} \cos^2 \theta_{23} \sin^2 \theta_{23} \\
\times \left[ \cos \left( L \sqrt{m_1/2} \right) \\
+ \sin \left( L \sqrt{m_1/2} \right) \left( \gamma_6 - \gamma_7 / \sqrt{m_1} \right) \right] \right\}
\]
(1)
with \(m \equiv \left| \left( \gamma_6 - \gamma_7 \right)^2 - \left( \Delta m^2_{23}/E \right)^2 \right|\).
To limit the number of physics parameters, we assume that \(\gamma_3 = \gamma_8\) and \(\gamma_6 = \gamma_7\). The \(\gamma_i\) can be generalized to integral powers of neutrino energy:
\[
\gamma_i \rightarrow \gamma_i^* \left( \frac{E}{\text{GeV}} \right)^n \text{GeV}.
\]
The units of \(\gamma_i^*\) are then GeV\(^{-n+1}\).

C. Directional Asymmetry
The location of IceCube at the South Pole is ideally suited to search for a sidereal variation in the flux of atmospheric neutrinos. Right ascension (RA) is synonymous with sidereal phase, and azimuthal asymmetries in the detector average out over a year. We use a two-neutrino model derived from the Standard Model Extension (SME), known as the vector model [9]. This model predicts a survival probability that depends on the direction of neutrino propagation:
\[
P_{\nu_\mu \rightarrow \nu_\mu} = 1 - \sin^2 \left( L \left( A_s \cos \varphi \right) \cos \left( \alpha + \varphi_0 \right) \right)
+ \left( A_c \cos \left( \alpha + \varphi_0 \right) \right).
\]
\(\alpha\) is the RA of the neutrino and \(\varphi_0\) is the offset between the origin of our coordinate system and a 'preferred' direction. \(A_s\) and \(A_c\) are functions of neutrino energy, \(E\), neutrino direction unit vectors, \(\vec{N}\), and four coefficients from the SME, the \((a_L)^\mu\) and \((c_L)^\mu\):
\[
(A_s)^\mu = \hat{N}^X (a_L^X - 2 E c_L^TX) - \hat{N}^Y (a_L^Y - 2 E c_L^TY), \\
(A_c)^\mu = -\hat{N}^X (a_L^X - 2 E c_L^TX) - \hat{N}^Y (a_L^Y - 2 E c_L^TY).
\]
Typically, we assume \(a_L^X = a_L^Y\) and \(c_L^TX = c_L^TY\) in the analysis. Additionally, while constraining the \(a_L\) coefficients, the \(c_L\) are set to 0, and when constraining the \(c_L\) coefficients, the \(a_L\) are set to 0.

III. Event Selection
We are interested in upgoing atmospheric \(\nu_\mu\) events, and the main background is cosmic-ray muons. Even after an initial event selection based on zenith angle, the event sample is dominated, by several orders of magnitude, by misconstructed cosmic-ray muons. This background is further reduced by event selection cuts that are based on track quality parameters and on fits to alternative track hypotheses. Alternative track hypotheses include downgoing versus upgoing tracks, and coincident muon events.
Since the remaining background contamination is difficult to model with simulation, we require an essentially pure neutrino sample. Final event selection to achieve this level of purity is done using a Boosted Decision Tree (BDT) [10]. The event sample for one year of data from 40-string IceCube is expected to be about 20,000 upgoing neutrinos, with zenith angles between 90 and 180 degrees, and neutrino energies from 100 GeV to about 30 TeV.

IV. Flux Modeling and Binning
Simulated events are weighted by their contribution to conventional [2,3] and prompt [11–13] atmospheric neutrino flux models. These weights are then multiplied by the applicable oscillation or decoherence survival probability. Nuisance parameters are used in the likelihood analysis to account for the more significant theoretical and experimental uncertainties in flux normalization, spectral index, and zenith angle distribution. Individual events are thus weighted as follows:
\[
w = A \left\{ B w_{\text{con}} + C w_{\text{prompt}} \right\} P_{\nu_\mu \rightarrow \nu_\mu},
\]
where
\[
A = \varepsilon \left( \frac{E}{1 \text{ TeV}} \right)^{\Delta \gamma} \left[ 1 + 2\alpha \left( \cos \theta_Z + 1/2 \right) \right],
B = \left[ 1 + 2\alpha_i \left( \cos \theta_Z + 1/2 \right) \right], \text{ and }
C = A_p \left( \frac{E}{5 \text{ TeV}} \right)^{\Delta \gamma_p}.
\]
\(\varepsilon\) accounts for theoretical and experimental uncertainties in the overall flux normalization, such as ice model uncertainties, optical module (OM) sensitivity uncertainty, interaction rate uncertainties, reconstruction errors, etc. \(\Delta \gamma\) accounts for the uncertainty in the primary cosmic ray slope as well as the impact of OM and ice model uncertainties on the observed spectral index. \(\alpha\) accounts for the impact of OM and ice model uncertainties on the zenith angle tilt of the observed flux. \(\alpha_i\) accounts for theoretical uncertainty in the zenith angle tilt of the conventional atmospheric neutrino flux, primarily due to uncertainty in the pion to kaon ratio. \(A_p\) and \(\Delta \gamma_p\) account for theoretical uncertainty in the magnitude and spectral index of the prompt atmospheric neutrino flux, primarily due to uncertainties in charm production cross sections and fragmentation functions.
\( \theta_Z \) is the zenith angle of the neutrino, and \( P_{\nu_e} \rightarrow \nu_\mu \) is the oscillation or decoherence survival probability. The particular forms of the spectral tilt and zenith angle tilt equations were chosen to minimize the impact on overall normalization as the correction factors are varied.

Events are binned in \( \log_{10}(dE/dX) \) and \( \cos(\theta_Z) \) for tests of VLI, decoherence, and atmospheric flux models, and in RA for the vector model. \( dE/dX \), with units of GeV m\(^{-1}\), is the average energy loss per unit propagation length of a muon that would produce the detected amount of light, and serves as an estimator for the original neutrino energy. The energy resolution is about 0.3 on a log scale, reducing sensitivity to VLI effects by a factor of two as compared to perfect energy resolution. Histograms for \( \log_{10}(dE/dX) \) and \( \cos(\theta_Z) \) are 10 x 10, and range from -1.9 to 1.1 for \( \log_{10}(dE/dX) \) and -1 to 0 for \( \cos(\theta_Z) \). 32 bins, from 0 to 360°, are used for RA, and include events in the declination band 0 to -30° (zenith band 90 to 120°).

Since some of the \( \nu_\mu \) are assumed to oscillate to \( \nu_e \), \( \nu_e \)-induced muons are included in the simulation chain. Finally, bin counts for toy Monte Carlo (MC) histograms are varied according to Poisson distributions.

V. LIKELIHOOD RATIO TEST

To determine the compatibility of various new physics hypotheses with the data and identify acceptance regions, we use a likelihood-ratio test and the ordering principle of Feldman and Cousins \[14\]. The signal we are looking for is a distortion, or a warping, of the parameter space inside the allowed region. A likelihood-ratio test and the ordering principle of Feldman and Cousins \[14\] are used for RA, and include events in the declination band 0 to -30° (zenith band 90 to 120°).

In the vector model, muon neutrino survival probability varies with RA with a modulation frequency of \( 4/T_{\odot} \). The energy and zenith angle distributions are modeled using simulated events reweighted accordingly, until a PSD greater than the 99th percentile of the PSDs from the noise-only toy experiments is obtained. The values found in each of these trials are then averaged to find the sensitivity of this analysis given the data and the absence of a signal.

VI. DFT ANALYSIS

Neutrino oscillations in the vector model depend on the \( x \) and \( y \) components of the neutrino propagation direction. Hence, a phase angle specifying the offset from a preferred direction is required. To conduct a model-independent search for a sidereal signal independent of an arbitrary assumption about this phase angle, we use a DFT analysis. This analysis is done in two stages and has been adapted from a similar analysis performed with the MINOS detector to search for a directional dependence \[18\]. In the first stage, the data is checked for consistency with the hypothesis of no sidereal signal. In the second stage, constraints are placed on the SME coefficients of the vector model.

First, a large number of toy experiments are performed in which the right ascensions of all events in the data are randomly redistributed. The power spectral densities (PSDs) in the \( n = 1 \) to \( n = 4 \) components of a DFT are computed for each of these ‘noise-only’ toy experiments. The corresponding frequencies are \( n/T_{\odot} \), where \( T_{\odot} \) is a sidereal day. The PSDs of the true data histogram are then computed and compared to the range of PSDs from the toy experiments. This indicates whether the data is consistent with the hypothesis of no sidereal signal.

In the vector model, muon neutrino survival probability varies with RA with a modulation frequency of \( 4/T_{\odot} \). To constrain the vector model, we look for an excess of power in the \( n = 4 \) harmonic. The energy and zenith angle distributions are modeled using simulated events and the best-fit nuisance parameter values from the data. A large number of toy MC experiments are created, using these best-fit values. The physics parameters of the vector model are then increased, and the simulated events reweighted accordingly, until a PSD greater than the 99th percentile of the PSDs from the noise-only toy experiments is obtained. The values found in each of these trials are then averaged to find the sensitivity of this analysis given the data and the absence of a signal.

VII. RESULTS AND EXPECTATIONS

In a previous analysis of atmospheric muon neutrino events collected from 2000 to 2006 with the AMANDA-II detector \[19\], the data were consistent with the Standard Model, and upper limits on QG parameters were set. A VLI upper limit at the 90% CL was found of \( \Delta c/c < 2.8 \times 10^{-27} \) for VLI oscillations proportional to the neutrino energy. A QD upper limit at the 90% CL was found of \( \gamma^* < 1.3 \times 10^{-31} \) GeV\(^{-1}\).

Fig. 2: Decoherence model, 90% CL curves. Dashed: AMANDA-II [19]. Solid: expected 40-string IceCube sensitivity (preliminary). The black box indicates region scanned in AMANDA-II analysis.

For decoherence effects proportional to $E^2$ and with all $\gamma_i$ assumed equal. For one year of data from 40-string IceCube, we expect about a factor of three improvement:

$$\Delta \xi/c < 9.0 \times 10^{-28} \text{ and } \gamma^* < 2.5 \times 10^{-32} \text{ GeV}^{-1}.$$  

Figure (1) shows 90% CL curves for the $n = 1$ VLI model. Included are the AMANDA-II analysis, SuperK and K2K [5], and expected sensitivity for ten years of data from the full, 80-string, IceCube detector [6]. Also included is the 90% CL curve expected for the 40-string IceCube detector, based on a preliminary treatment of nuisance parameters. Figure (2) shows 90% CL curves for the $n = 2$ decoherence model from the AMANDA-II analysis, and the expected sensitivity for 40-string IceCube (also preliminary).

For the vector model, the sensitivity of the 40-string IceCube detector, at the 99% CL, is expected to be:

$$\alpha_L^X = \alpha_L^Y < 2.0 \times 10^{-23} \text{ GeV},$$

$$c_L^{TX} = c_L^{TY} < 6.6 \times 10^{-27}.$$  

These limits are three orders of magnitude lower for the $\alpha_L$ terms and four orders of magnitude lower for the $c_L$ terms than the limits reported in [18]. This is due to the longer baseline of atmospheric neutrinos, and higher energy reach of IceCube.

Data from AMANDA-II were used to find that the best-fit flux $\Phi$ for conventional atmospheric neutrinos, starting with the flux ($\Phi_{Barr}$) of reference [2] is:

$$\Phi = (1.1 \pm 0.1) \left( \frac{E}{640 \text{ GeV}} \right)^{0.056} \Phi_{Barr}.$$  

This likelihood methodology will also be used with IceCube data to constrain conventional and prompt atmospheric neutrino flux models.

VIII. CONCLUSIONS

Data from IceCube’s 40-string configuration will improve constraints on VLI and decoherence models beyond that achieved with AMANDA-II. Additionally, it will significantly improve constraints on a certain class of direction-dependent oscillation models.

The IceCube detector will be able to provide improved constraints on various models of quantum gravity and atmospheric neutrino flux models as the detector grows to its final design configuration and as data collection continues in the following years. The likelihood method and the flux weighting discussed above provide flexibility to adjust nuisance parameter ranges as IceCube systematic uncertainties become better constrained.
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Abstract. The IceTop air shower array is presently under construction at the geographic South Pole as part of the IceCube Observatory. It will consist of 80 stations which are pairs of Ice-Cherenkov tanks covering an area of 1 km$^2$. In this paper a first analysis of the cosmic ray energy spectrum in the range $2 \cdot 10^{15}$ eV to $10^{17}$ eV is presented using data taken in 2007 with 26 IceTop stations. The all-particle spectrum has been derived by unfolding the raw spectrum using response matrices for different mass compositions of the primaries. Exploiting the zenith angle dependence of the air shower development we have been able to constrain the range of possible composition models.
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I. INTRODUCTION

The IceTop air shower array is currently under construction as part of the IceCube Observatory at the geographic South Pole [1], [2]. Its 80 detector stations will cover an area of about 1 km$^2$ at an atmospheric depth of 680 g/cm$^2$. Each station consists of two ice filled 1.8 m diameter tanks each equipped with two Digital Optical Modules (DOMs) [3] as photon sensors (the same as used by IceCube in the deep ice). The photomultipliers inside the two DOMs are operated at different gains to increase the dynamic range.

Air showers are detected via the Cherenkov light emitted by charged particles inside the ice tanks. The light intensity is recorded by an ‘Analog Transient Waveform Digitizer’ (ATWD) at a 300 MSPS sampling rate. When the signal inside a DOM crosses a threshold a ‘local coincidence’ signal is sent to neighbouring DOMs. Data taking is started when a local coincidence signal is received from the high gain DOM in the other tank of a station within 250 ns. This ensures that the two tanks of a station always trigger together. This analysis only uses events where at least five stations have triggered.

The analysis uses the signal sizes, obtained by integrating the waveforms, and the arrival times, determined from the leading edge of a waveform. Because of its high altitude of 2835 m, IceTop is located close to the shower maximum for showers of energies between $10^{15}$ eV and $10^{17}$ eV (about 550 g/cm$^2$ to 720 g/cm$^2$). Therefore, the signals measured by IceTop are dominated by the electromagnetic component of the air showers.

II. ENERGY RECONSTRUCTION

Generally, the shower direction can be reconstructed from the arrival times of signals, while the core position and the primary energy of the air shower are inferred from the lateral distribution of signal sizes. These signal sizes are calibrated with signals from vertical muons to eliminate differences between the tanks. Signals given in units of Vertical Equivalent Muons (VEM) are a detector independent measure of the intensity of an air shower at the position of a tank.

A first estimate of the shower core position is obtained by finding the signal center-of-gravity which is defined as the average of the tank positions weighted by the square-root of the signal size. The shower direction is obtained by fitting a plane to the measured signal times. These two first guesses are used as an input to a more accurate iterative maximum likelihood fit.

In the latter procedure a lateral distribution function is fitted to the measured signal sizes and an arrival time distribution is fitted to the signal times. The lateral distribution function has been obtained from air shower and detector simulations and corresponds to a second order polynomial on a double logarithmic scale:

$$S(r) = S_{\text{ref}} \left( \frac{r}{R_{\text{ref}}} \right)^{-\beta_{\text{ref}} - \kappa \log_{10}(r/R_{\text{ref}})}$$

(1)
$S_{\text{ref}}$ is the signal expectation value at the reference radius $R_{\text{ref}}$ from the shower axis, $\beta_{\text{ref}}$ is a slope parameter related to the shower age and $\kappa$ is a curvature parameter of the lateral signal distribution function. Based on a study of the stability of fit results the reference radius has been fixed to $R_{\text{ref}} = 125 \text{ m}$ which also corresponds to the IceTop grid spacing. An example is shown in Figure 1. The likelihood function used in the fitting procedure is based on a study of signal fluctuations and also takes into account stations that do not trigger [4]. Taking into account the spatial curvature of the shower front, which is assumed to have a fixed profile [5], the arrival time distribution $t(r)$ is given by:

$$t(r) = 19.41 \text{ ns} \left( e^{-r^2/2m^2} - 1 \right) - 4.823 \cdot 10^{-4} \text{ ns} \frac{1}{m^2} r^2$$

(2)

This $t(r)$ indicates the time delay of a signal at distance $r$ from the shower axis with respect to a planar shower front through the shower core and perpendicular to the shower axis. Using this shower front parametrization improves the direction resolution compared to the plane fit first guess result.

The complete log-likelihood function, therefore, has three terms,

$$L = L_{\text{hit}} + L_{\text{nohit}} + L_{\text{time}}$$

(3)

$L_{\text{hit}}$ is based on the log-normal distribution of signal sizes obtained from the study of signal size fluctuations, $L_{\text{time}}$ is based on an assumed Gaussian distribution of arrival times and $L_{\text{nohit}}$ is defined by

$$L_{\text{nohit}} = \sum \log (1 - P_{\text{hit}}^A P_{\text{hit}}^B)$$

(4)

$P_{\text{hit}}^i$ is the probability that tank $i$ of a station triggers given the signal expectation of the fit at that iteration step, given the shower core position and direction. The likelihood accounts for the ‘local coincidence’ condition which requires both tanks of a station to trigger before signals are transmitted. The sum in (4) runs over all stations that did not trigger.

The fit procedure is divided into several steps to improve the stability. At first the direction is fixed to the initial first guess value and only the lateral signal distribution (1) is fitted. In a second iteration the direction is also varied but the parameters of the lateral fit are limited to a $\pm 3\sigma$ range around the values obtained in the first step. Finally a last iteration with fixed direction is performed. The slope parameter of the lateral distribution function is limited throughout this procedure to $1.5 \leq \beta_{125} \leq 5$.

Using the results of the fit a first-guess energy is determined as a function of shower size and the zenith angle. As a measure of the shower size, the signal expectation value $S_{\log r}$, at the distance $\langle \log r \rangle$ from the core is used, where $\langle \log r \rangle$ is the average of the logarithmic distance of tanks to the shower axis. The size parameter $S_{\log r}$ has been found to be least correlated to the other fit parameters (in general $S_{125}$ and the slope $\beta_{125}$ are correlated). From air shower simulations an energy estimator $E_{\text{rec}}(S_{\log r}, \theta)$ for any given $\langle \log r \rangle$ based on a proton hypothesis has been derived.

To ensure the quality of the reconstructed data several quality criteria are applied:

- Only showers with a zenith angle $\theta < 46^\circ$ are considered restricting the analysis to a well understood zenith angle range;
- The value of the slope parameter must be $1.55 \leq \beta_{125} < 4.95$ removing all showers for which the likelihood fit ran into the limits on this parameter;
- The uncertainty on the shower core position must be less than $20 \text{ m}$;
- The core position from the likelihood fit and the center-of-gravity first guess must be inside the IceTop array, $50 \text{ m}$ away from the array border. Furthermore, the station with the largest signal must not be on the border of the IceTop array.

The last item is to exclude showers with a core outside the array which have a high probability to be mis-reconstructed. Using the likelihood fit result alone is not sufficient because the fit tends to reconstruct these cores inside the array. These strict requirements on the core reconstruction are necessary because the position of the core directly influences the interpretation of the fitted lateral distribution. Data was taken between June 1st 2007 and October 31st 2007 with the 26 IceTop stations operated at that time. The filter level data sample contained 11262511 events. After all of the above cuts, 4131343 events remained.

The raw energy spectrum, that is the distribution of the reconstructed energies $E_{\text{rec}}$ without any further corrections or unfolding applied, but after the abovementioned cuts, is shown in Figure 2. The data is split into three zenith angle ranges, $0^\circ \leq \theta < 30^\circ$, $30^\circ \leq \theta < 40^\circ$ and $40^\circ \leq \theta < 46^\circ$.

### III. Air Shower Simulations

The relation between the measured signals and the properties of the primary particle can only be obtained
from simulations of air showers and the detector. Therefore, a Monte Carlo shower library containing 98,760 proton and iron showers with primary energies between 100 TeV and 100 PeV has been generated with CORSIKA [6]. The hadronic interaction models SIBYLL [7] and Fluka 2006.3b [8] and the CORSIKA atmosphere model No. 14 (South Pole, Dec. 31, 1997, MSIS-90-E) were used.

IV. UNFOLDING THE SPECTRUM

The energy estimator $E_{\text{rec}}$ does not fully account for the angular and energy dependence of the detector acceptance and smearing. This biases the result especially in the threshold region where the detection efficiency increases strongly with energy. In addition, the calculation of $E_{\text{rec}}$ assumes proton primaries and one specific atmosphere profile (CORSIKA atmosphere 12, South Pole July 01, 1997). A different atmosphere profile or a different composition of primary particles can result in a different energy spectrum. All these effects can be taken into account by unfolding the raw energy spectrum.

The unfolding algorithm uses a response matrix which contains the probability that an incident primary particle with true energy $E_{\text{true}}$ will be assigned the energy $E_{\text{rec}}$. Response matrices are generated from CORSIKA air shower simulations for proton and iron primaries in three different zenith angle ranges. Response matrices for mixed compositions are obtained as linear combinations of these single primary particle responses.

To calculate the response matrices the simulated data are subdivided into 30 bins of true primary energies, equidistant in $\log_{10}(E_{\text{true}})$. For each bin the energy response is obtained from a distribution of $\log_{10}(E_{\text{rec}}/E_{\text{true}})$ of all reconstructed events which is approximately normally distributed. Non-zero values of this quantity indicate a wrong energy reconstruction. As such the mean of this distribution is the ‘energy mis-reconstruction’, the width is the energy resolution. The reconstruction efficiency is the ratio between the number of reconstructed and generated events.

Depending on the zenith angle, the IceTop detector gets fully efficient at about 2 PeV with an effective area of 0.096 km$^2$. The energy resolution improves with increasing energy and reaches a value of 0.05 in logarithm of energy at 10 PeV primary energy which corresponds to a statistical uncertainty of roughly 12%.

An important property of the detector response is the ‘energy mis-reconstruction’ shown in Figure 3. It is the systematic difference between the true primary energy and the reconstructed energy. The energy mis-reconstruction shows a strong dependence on the primary particle mass and thus on the assumed primary composition. The attenuation of iron induced showers with increasing slant depth is greater than for proton showers. This leads to an underestimation of the primary energy for inclined iron showers when using the proton-based energy estimator $E_{\text{rec}}$. This is nicely visible in Figure 3b.

V. PRELIMINARY ENERGY SPECTRUM FROM ICETOP

Based on these response matrices the three raw energy spectra of Figure 2 are unfolded using an iterative unfolding method [9]. An unfolding based on three different composition assumptions has been made: pure proton, pure iron and the two-component model consisting of proton and iron primaries as motivated in [10].

The results are shown in Figure 4. Above 4 PeV the spectra have a spectral index ranging from 2.93 to 3.19, depending on the composition assumption and the zenith angle band. The absolute normalization varies between $3.77 \cdot 10^{-15}$ m$^{-2}$ s$^{-1}$ sr$^{-1}$ GeV$^{-1}$ and $7.93 \cdot 10^{-15}$ m$^{-2}$ s$^{-1}$ sr$^{-1}$ GeV$^{-1}$ at an energy of 10 PeV. The abovementioned mis-reconstruction of the energy of inclined iron showers leads to a relative shift of the

![Figure 3](image-url)

Fig. 3. Systematic energy shift for (a) protons and (b) iron when using the energy estimator $E_{\text{rec}}$ as a function of the true energy of a particle. This energy mis-reconstruction is one of the parameters describing the energy response of the IceTop detector. The strong increase towards low primary energies is a threshold effect as explained in the text. Since $E_{\text{rec}}$ is based on the proton assumption the energy mis-reconstruction for protons is small while that for primary iron larger and shows a clear zenith angle dependence.
spectra from different zenith bands in the unfolding. In case of proton primaries the spectrum from the most vertical zenith bin shows the largest flux and the spectrum from the $40^\circ$ to $46^\circ$ zenith band shows the lowest flux. This order is reversed if the primary particles are assumed to be purely iron. Since there are no indications of an anisotropy of the arrival directions of cosmic rays in the energy range under consideration, isotropy has to be assumed. An isotropic flux, however, means that the unfolded spectra obtained from different zenith bands must agree.

VI. CONCLUSIONS AND OUTLOOK

A first analysis of the energy spectrum of cosmic rays in the range between 2 PeV and 100 PeV has been presented. This analysis uses an unfolding procedure to account for detector and atmospheric influences as well as differences in the shower development of different primary particles. Energy spectra have been obtained for three different compositions and three different zenith angle ranges. In case of a pure proton or iron hypothesis the three different inclination spectra do not agree which is in conflict with the assumption of an isotropic flux. Therefore those two pure composition assumptions can be excluded.

Several issues have not yet been addressed in this early study. Most importantly, the systematic uncertainties due to the interaction models used in the simulations must be studied. Also the influence of different atmosphere parametrisations in the simulation must be analysed and understood. This becomes even more important when analysing data from a longer period of time. Currently, in 2009, the detector is running with nearly three quarters of the full detector.
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Abstract. The combined information from cosmic ray air showers that trigger both the surface and underground parts of the IceCube Neutrino Observatory allows the reconstruction of both the energy and mass of the primary particle through the knee region of the energy spectrum and above. The properties of high-energy muon bundles, created early in the formation of extensive air showers and capable of penetrating deep into the ice, are related to the primary energy and composition.

New methods for reconstructing the direction and composition-sensitive properties of muon bundles are shown. Based on a likelihood minimization procedure using IceCube signals, and accounting for photon propagation, ice properties, and the energy loss processes of muons in ice, the muon bundle energy loss is reconstructed. The results of the high-energy muon bundle reconstruction in the deep ice and the reconstruction of the lateral distribution of low energy particles in the surface detector can be combined to study primary composition and energy. The performance and composition sensitivity for both simulated and experimental data are discussed.
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I. INTRODUCTION

The cosmic ray spectrum covers many orders of magnitude in both energy and flux. In the energy range accessible to the IceCube Neutrino Observatory (~0.3 PeV to 1 EeV) the slope of the spectrum remains mostly constant, except for a feature at around 3 PeV where the spectrum steepens. This feature is called the knee of the cosmic ray spectrum, and its origin is unknown. Proposed explanations include changes in acceleration mechanisms or cosmic rays leaking from the galactic magnetic field starting at this energy. Measurement of mass composition in this range could give clues to the origin of these cosmic rays. The IceCube detector, together with the IceTop air shower detector, provides an opportunity to measure the composition of cosmic ray particles in the region of the knee and beyond.

The IceTop detector, high on the Antarctic Plain at an average atmospheric depth of 680 g/cm², consists of a hexagonal grid of detector stations 125 m apart. Each station consists of two ice tanks that act as Cherenkov media for measuring mainly the electromagnetic component of cosmic ray air showers. In each tank, two Digital Optical Modules (DOMs) are deployed, which contain a 10 inch PMT and digital readout and control electronics. The primary energy can be reconstructed by the IceTop surface array [1].

Deep below each IceTop station is a string of the IceCube detector with 60 DOMs evenly spaced between 1.5 and 2.5 km in the ice. Combined, the IceTop and IceCube arrays can reconstruct the air shower core position and direction while measuring the shower signal strength at the surface and the energy deposition of the high-energy muon bundle in the deep ice. With these measurements, the energy and mass of the primary cosmic rays can be reconstructed.

A characteristic difference between showers induced by light and heavy nuclei for a fixed primary energy is their number of muons, with higher mass primaries producing more muon-rich showers. However, the muon multiplicity is not directly measured by either the IceTop or IceCube detectors. The deep IceCube detector is sensitive to Cherenkov light coming mainly from energy loss processes of high-energy muon bundles. This energy loss is a convolution of the muon multiplicity of the shower, the muon energy distribution and the energy loss of a single muon. If the energy loss behavior of muon bundles can be reconstructed accurately, it can be used as a primary mass indicator [2]. In Section IV, the reconstructed muon bundle track described in Section III will be used as a seed to reconstruct the muon bundle energy loss. Simulated data is compared to experimental data in Section V to examine the detector performance and its sensitivity to composition.

II. DATA SAMPLE AND SIMULATION

Our experimental data sample was taken from the month of September, 2008. At that time, the detector consisted of 40 IceTop stations and 40 IceCube strings. A total livetime of 28.47 days was obtained by selecting only runs where both detectors were stable. The events were processed at the South Pole with a filter which required at least three triggered IceTop stations and at
least 8 triggered IceCube DOMs. After this filter about 3.31·10⁶ coincident events remained.

To study the direction and energy reconstruction of muon bundles in the ice, a large number of proton and iron showers between 10 TeV and 46.5 PeV were simulated with the CORSIKA [3] package. SIBYLL 2.1 [4], [5] was used as the high-energy (>80 TeV) hadronic interaction model, while FLUKA08 [6], [7] was used as the low energy hadronic interaction model. For this study, CORSIKA was configured to use a model of the South Pole atmosphere typical for the month of July [8]. The showers were simulated according to an E⁻¹ spectrum and then reweighted according to an E⁻².⁷ spectrum before the knee (at 3 PeV) and an E⁻³.⁰ spectrum after the knee.

The IceCube software environment was used to resample each CORSIKA shower 500 times on and around the detector, to propagate the high-energy muons through the ice, and to simulate the detector response and trigger. The simulation was filtered the same way as data and yielded about 9.0·10⁵ proton and 9.0·10⁴ iron events.

III. DIRECTION RECONSTRUCTION

The direction reconstruction by IceTop will be described first because it will be used later as a seed for an IceCube muon bundle reconstruction algorithm.

An initial shower core position and direction is determined using the extracted times and charges of the recorded pulses from the IceTop tanks. The first guess core position is the calculated center of gravity of tank signals, while the initial direction reconstruction assumes a flat shower front. This shower core and direction are then used as a seed to fit the lateral distribution of pulses with the double logarithmic parabola (DLP) function described in [9]. Because the reconstruction of the core and direction are highly correlated, the resolution is improved by fitting the shower core position and the shower direction together, with a curved shower front and the DLP lateral particle distribution. This fit, and some geometrical quality cuts discussed later, gives an angular resolution¹ of 1.0° for iron showers (see the dot-dashed line in Fig. 1) and a core resolution of 15.0 m (see dot-dashed line in Fig. 2).

The resolution depends strongly on where the shower core lands with respect to the IceTop array. This analysis uses only events with a shower core reconstructed within the geometrical area of the IceTop detector. The reconstructed muon bundle track was also required to pass within the instrumented volume of the IceCube detector.

The direction that was already reconstructed by the IceTop algorithms alone can serve as a seed for an algorithm more specialized in reconstructing muon bundles in the ice. This algorithm uses only the charges measured by the IceCube DOMs and takes into account the range-out of the muons in a bundle [10]. By keeping the reconstructed core position on the surface fixed, a large lever arm of at least 1500 m is obtained. This limits the track parameters (zenith and azimuth) during the minimization procedure and reduces the number of free track parameters from 5 to 2.

In Fig. 1, it can be seen that this method (dot-dashed line) improves on the angular resolution determined by IceTop alone. If the core position can be determined more accurately, the direction reconstruction will be even better. The solid line on Fig. 1 represents the ideal limit, obtained using the true core position. Therefore, to improve the core resolution the new direction is kept fixed and used to seed the IceTop lateral distribution function which then only fits the core position (dashed line on Fig. 2). Iterating over both the surface and the deep detector reconstructions with progressively better core position and direction seeds, leads to the optimal resolution. The ideal limit for the core resolution is acquired by seeding the IceTop algorithm with the true direction and is shown on Fig. 2 (solid line). After the second iteration this limit is already obtained and gives a core resolution of 14.0 m and an angular resolution of 0.9° (see dashed lines in Figures 1 and 2).

Using this combined method for muon bundle direction reconstruction, an almost energy independent angular resolution of 0.8° and a core resolution of 12.5 m is obtained for proton induced showers. An improvement of the core resolution and direction resolution also improves the resolution of the reconstructed shower size and shower age.

¹The resolution of observable \( Y \) is defined according to \( \int_{x} p(\Delta Y) \, d\Delta Y = 0.683 \), where \( x \) is the resolution and \( p(\Delta Y) \) the frequency of distances between the true and the reconstructed observable.
Reconstructed slant depth behavior

Elbert formula [13], which describes the multiplicity of photons through the ice. A single high-energy muon above 730 GeV loses energy mainly by radiative processes like Bremsstrahlung and pair production, which produce secondary electromagnetic cascades in the ice along the muon bundle track. Therefore, an infinite light source with mono-energetic cascades every meter is used as a model for a single muon.

This light model can also be used for muon bundles. The main difference is that a slant depth dependent energy loss will be needed because of the range-out of muons. Here, the slant depth is defined as the distance along the muon bundle track between the point where the muon enters the ice and the point where the Cherenkov light is emitted.

The equation for the muon bundle energy loss is:

$$ \frac{dE_{\mu}}{dX}_{\text{Bundle}}(X) = \int_{E_{\text{min(surf)}}(surf)}^{E_{\text{max(surf)}}(surf)} \frac{dN_{\mu}}{dE_{\mu}} dE_{\mu} dE_{\mu}(\text{surf}), $$

(1)

where $dE_{\mu}/dX$ is the energy loss of a single muon. $E_{\text{min(surf)}}(surf) = \frac{a}{b} (e^{bX} - 1)$ is the minimum energy that a muon needs to get to depth $X$. $E_{\text{max(surf)}}(surf) \propto \frac{E_0}{A}$ is the maximum energy a muon from a shower induced by a particle with $A$ nucleons and primary energy $E_0$ can have.

Using a simple power-law as an approximation for the Elbert formula [13], which describes the multiplicity of high-energy muons in air showers, the differential muon energy distribution becomes:

$$ \frac{dN_{\mu}}{dE_{\mu}} = \gamma_{\mu} \kappa(A) \left( \frac{E_0}{A} \right)^{\gamma_{\mu}-1} E_{\mu}^{-\gamma_{\mu}-1}, $$

(2)

where $\gamma_{\mu} = 1.757$ is the muon integral spectral index and $\kappa$ is a normalization that depends on the shower properties.

With the solution of the single muon energy loss equation, $E_{\mu}(X) = (E_{\mu}(\text{surf}) + \frac{a}{b}) e^{-bX} - \frac{a}{b}$, the average energy loss formula can be expressed as a function of the muon energy at the surface:

$$ \frac{dE_{\mu}}{dX}(X) = -a - bE_{\mu}(X) $$

$$ = -b \left( E_{\mu}(\text{surf}) + \frac{a}{b} \right) e^{-bX}, $$

(3)

with $a = 0.260 \text{GeV/m}$, the ionization energy loss constant and $b = 0.000357 \text{m}^{-1}$, the stochastic energy loss constant from [11].

The average muon bundle energy loss function is then obtained by integrating Eq. (1) using Eqs. (2) and (3). This energy loss fit function, with $\kappa$ and $E_0/A$ as free parameters, will be used to scale the expected charges in a DOM from the likelihood formula in [12] instead of scaling it with a constant energy loss.

In Fig. 3, the curves show the reconstructed muon bundle energy loss functions for 17 PeV primaries. The data points are the energy losses calculated from simulations. It can be clearly seen that the muon bundle energy loss function obtained by minimizing the likelihood function describes the depth behavior for these two
Fig. 4. The reconstructed muon bundle energy loss evaluated at a slant depth of 1650 m versus the reconstructed shower primary energy. Shown are the center 68% of the proton simulation (right diagonal hashes), the iron simulation (left diagonal hashes) and the center 68% of the data (enclosed in the rectangles). The median of the distribution is also shown for the simulated data sets. The events were filtered as described in Section II with the additional quality requirement that the muon bundle reconstruction algorithm used signals from at least 50 DOMs, to remove events with poorly fit energy loss. This quality cut removes a higher portion of muon bundles with low energy loss and will be accounted for in a full composition analysis.

showers better than a constant energy loss function.

It has been shown in [2] that proton and iron showers are separated better by the muon bundle energy loss at smaller slant depths. The reconstructed IceCube composition-sensitive parameter which will be used further on in the coincidence analysis, is the energy loss at the top of the IceCube detector, at a slant depth of 1650 m. At this slant depth, Cherenkov light from showers with a zenith angle up to 30° can still be detected by the upper DOMs, making the energy reconstruction more accurate over the entire zenith range.

V. COMBINED PRIMARY MASS AND ENERGY RECONSTRUCTION

Fig. 4 shows a comparison of proton and iron primary simulation and experimental data described in Section II using the reconstruction methods described in the sections III and IV. While this plot has only rough quality cuts, it can be seen that the spread in the simulation is similar to the spread in the data. The median muon bundle energy loss from an iron primary shower is approximately a factor of 2 higher in the ice than the median muon bundle energy loss from a proton primary shower for the same reconstructed primary energy. There is a large overlap area, where shower to shower fluctuations overcome the effect of the primary mass. It is difficult to reconstruct the primary mass of a single shower with any certainty due to these large fluctuations.

VI. CONCLUSION AND OUTLOOK

The IceTop and IceCube detectors of the IceCube Neutrino Observatory can be used together for an improved air shower core location and direction reconstruction. The promising method of reconstructing the muon bundle energy loss behavior will be further developed to be used in a measurement of cosmic ray mass and energy. This study used only a subsample of the available data; with more statistics and an enlarged detector these methods can be extended up to 1 EeV.
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Abstract. IceTop is an air shower array that is part of the IceCube Observatory currently under construction at the geographic South Pole [1]. When completed, it will consist of 80 stations covering an area of 1 km². Previous analyzes done with IceTop studied the events that triggered five or more stations, leading to an effective energy threshold of about 0.5 PeV [2]. The goal of this study is to push this threshold lower, into the region where it will overlap with direct measurements of cosmic rays which currently have an upper limit around 300 TeV [3]. We select showers that trigger exactly three or exactly four adjacent surface stations that are not on the periphery of the detector (contained events). This extends the energy threshold down to 150 TeV.

Keywords: IceTop, Air showers, Cosmic rays around the “knee”.

I. INTRODUCTION

During 2008, IceCube ran with forty IceTop stations and forty IceCube strings in a triangular grid with a mean separation of 125 m. In the 2008–2009 season, additional 38 IceTop tanks and 18 standard IceCube strings were deployed as shown in Fig.1. When completed, IceCube will consist of eighty surface stations, eighty standard strings and six special strings in the “DeepCore” sub-array [4]. Each IceTop station consists of two ice filled tanks separated by 10 m, each equipped with two Digital Optical Modules (DOMs) [5]. The photo multipliers inside the two DOMs are operated at different gains to increase the dynamic range of the response of a tank. The DOMs detect the Cherenkov light emitted by charged shower particles inside the ice tanks. Data recording starts when local coincidence condition is satisfied, that is when both tanks are hit within a 250 nanoseconds interval. In this paper we used the experimental data taken with the forty station array and compared to simulations of this detector configuration. Here we describe the response of IceTop in its threshold region.

II. ANALYSIS

The main difference between this study and analyzes done with five or more stations triggering is the acceptance criterion. In previous analyzes, we accepted events with five or more hit stations and with reconstructed shower core location within the predefined containment area (shaded area in Fig.1). In addition, the station with the biggest signal in the event must also be located within the containment area.

In the present analysis we used events that triggered only three or four stations, thus complementing analyzes with five or more stations. Selection of the events was based solely on the stations that were triggered. The criteria are:

1) Triggered stations must be close to each other (neighboring stations). For three station events, stations form almost an equilateral triangle. For four station events, stations form a diamond shape.

2) Triggered stations must be located inside the array (shaded region in Fig.1). Events that trigger stations on the periphery are discarded.

Since we are using stations on the periphery as a veto, we ensure that our selected events will have shower cores contained within the boundary of the array. In addition, these events will have a narrow energy distribution. We analyzed events in four solid angle bins with zenith angles $\theta$: 0°–26°, 26°–37°, 37°–45°, 45°–53°. Results for the first bin, $\theta = 0°–26°$, are emphasized in this paper. This near-vertical sample will include most of the events with muons seen in coincidence with the deep part of IceCube.
A. Experimental data and simulations

The experimental data used in this analysis were taken during an eight hour run on September 1st, 2008. Two sets of air shower simulations were produced: pure proton primaries in the energy range of 21.4 TeV–10.0 PeV, and pure iron primaries in the energy range of 45.7 TeV–10.0 PeV. All air showers were produced in zenith angle range: $0^\circ \leq \theta \leq 65^\circ$.

Our simulation used the following flux model:

$$\frac{dF}{dE} = \Phi_0 \left( \frac{E}{E_0} \right)^{-\gamma}$$

$$\Phi_0 = 2.6 \cdot 10^{-4} \text{GeV}^{-1} \text{s}^{-1} \text{sr}^{-1} \text{m}^{-2}$$

$$E_0 = 1 \text{ TeV}$$

$$\gamma = 2.7$$

for both proton and iron primaries. The normalizations were chosen such that the fluxes will fit the all particle cosmic ray spectrum as shown in Fig. 2. Simulated showers were dropped randomly in a circular area, around the center of the 40 station array ($X = 100 \text{ m}$, $Y = 250 \text{ m}$) with a radius of 600 m.

B. Shower Reconstruction

Since the showers that trigger only three or four stations are relatively small, we use a plane shower front approximation and the arrival times to reconstruct the direction. The shower core location is estimated by calculating the center of gravity of the square root of the charges in the stations. For the energy reconstruction we use the lateral fit method [6] that IceTop uses to reconstruct events with five or more stations triggered. This method uses shower sizes at the detector level to estimate the energy of the primary particle. Heavier primary nuclei produce showers that do not penetrate as deeply into the atmosphere as the proton primaries of the same energy. As a result, iron primary showers will have a smaller size at the detector level than proton showers of the same energy. We define a reconstructed energy based on simulations of primary protons and fitted to the lateral distribution and size of proton showers. Therefore the parameter for reconstructed energy underestimates the energy when applied to showers generated by heavy primaries. We observe a linear correlation between true and reconstructed energies in this narrow energy range and use this to correct the reconstructed energies. We reconstruct the experimental data assuming pure proton or pure iron primaries.

C. Effective Area

We use the simulations to determine the effective area as a function of energy. Effective area is defined as

$$A_{\text{eff}} = \frac{\text{Rate}[E_{\min}, E_{\max}]}{\Delta \Omega \cdot F_{\text{sum}}}$$

$$F_{\text{sum}} = \int_{E_{\min}}^{E_{\max}} \Phi_0 \left( \frac{E}{E_0} \right)^{-\gamma} dE$$

where Rate[$E_{\min}, E_{\max}$] is total rate for a given energy bin, $\Delta \Omega$ is the solid angle of the bin and $F_{\text{sum}}$ is the
Fig. 3: Effective areas for different triggers in the most vertical zenith angle range: $0^\circ \leq \theta \leq 26^\circ$, derived using true quantities from simulations.

**Fig. 4:** Reconstructed energy distributions for proton and iron simulations for 3 station events in four zenith bins.

We summarize the results of simulations and comparison to data in Figures 4–6.

In Fig.4, we see that the energy distribution of the event rates depends on the zenith angle and the primary type. As expected, the peak of the energy distribution moves to higher energies for larger zenith angles and heavier primaries; these features of the distributions will be very helpful in unfolding the cosmic ray spectrum and composition.

Figure 5 shows the energy distributions in the most vertical zenith bin ($\theta = 0^\circ–26^\circ$). Experimental data is reconstructed twice, first with a pure proton assumption, then with a pure iron assumption. For three stations triggered (Fig. 5a), the energy distribution for pure proton simulation with the flux model as defined in (1) has a better agreement to the experimental data than iron simulation. For four stations triggered (Fig. 5b), we have a similar picture but the peaks of the distributions are shifted to the right since on average we need a higher total flux in the given energy bin. Figure 3 shows the calculated effective areas, using the true values of energy and direction, for different trigger combinations, in the most vertical bin ($\theta = 0^\circ–26^\circ$).

**III. RESULTS**

We summarize the results of simulations and comparison to data in Figures 4–6.
Fig. 5: Reconstructed energy distributions for 3 and 4 station events with zenith angles $0^\circ$–$26^\circ$. Experimental data is reconstructed twice: assuming pure proton and pure iron primary.

Fig. 6: Reconstructed zenith distributions for 3 station events.

energy primary to trigger four stations. By including three station events we can lower the threshold down to 130 TeV.

Figure 6 shows the zenith distributions of the events. Distribution for pure iron simulation is lower than for proton simulation since fewer iron primaries reach the detector level at lower energies. The deficiency of simulated events in the most vertical bin may be due to the fact that we used a constant $\gamma$ of 2.7 for all energies and at these energies $\gamma$ is most probably changing continuously. In the most vertical bin showers must have a lower energy than showers at greater zenith angle. Starting from a lower $\gamma$ and gradually increasing it for higher energies will increase events in vertical bin and decrease them at higher energies, thus improving the zenith angle distribution. It is possible to further improve the fit of the proton simulation to the experimental data by adjusting the parameters $\gamma$ and $\Phi_0$ of the model.

IV. CONCLUSION

We have demonstrated the possibility of extending the IceTop analysis down to energies of 130 TeV, low enough to overlap the direct measurements of cosmic rays. Compared to IceTop effective area for five and more station hits, our results show a significant increase in effective area for energies between 100–300 TeV (Fig. 3). We plan to include three and four station events in the analysis of coincident events to determine primary composition, along the lines described in [7]. Overall results of this analysis encourage us to continue and improve our analysis of small showers.
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Abstract. The precise measurement of cosmic ray mass composition in the region of the knee (3 PeV) is critical to understanding the origin of high energy cosmic rays. Therefore, air showers have been observed at the South Pole using the SPASE-2 surface array and the AMANDA-II neutrino telescope which simultaneously measure the electronic air shower component at the surface and the muonic air shower component in deep ice, respectively. These two components, together with a Monte Carlo simulation and a well-understood analysis method will soon yield the relative cosmic ray composition in the knee region. We report on the capabilities of this analysis.
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I. INTRODUCTION

The mass composition of high-energy cosmic rays around and above the knee in the energy spectrum (∼3 PeV) is dependent upon the mechanisms of cosmic ray production, acceleration, and propagation. Therefore, the study of mass composition is critical to understanding the origins of cosmic rays in this energy region. At energies up to $10^{14}$ eV mass composition can be measured directly using balloon and satellite experiments; however, due to the low flux, composition above $10^{14}$ eV must be obtained from indirect measurements on the ground. Indirect measurements of composition involve a close examination of the air shower produced as a cosmic ray primary smashes into Earth’s atmosphere. By utilizing information from more than one component of the shower, such as the electronic and muonic components, the energy and relative mass can be obtained from primary particles with much higher energies than those currently measurable by direct detection techniques.

II. DATA AND RECONSTRUCTION

One such indirect measurement is possible using the South Pole Air Shower Experiment (SPASE-2) in coincidence with the Antarctic Muon And Neutrino Detector Array (AMANDA-II). The SPASE-2 detector is situated on the surface of the South Pole at an atmospheric depth of $\sim 685$ g cm$^{-2}$ and is composed of 30 stations in a 30 m triangular grid. Each station contains 0.2 m$^2$ scintillators. The AMANDA-II detector lies deep in the ice and the surface arrays is $\sim 1730$ m with an angular offset of $12^\circ$. AMANDA-II consists of 677 optical modules (OMs) deployed on 19 detector strings spanning depths from 1500-2000 m below the surface of the ice. Each OM contains a photomultiplier tube (PMT) which is optimized for detection of the Cherenkov light emitted by particles—namely muon bundles—passing through the ice. In addition to the composition analysis, this coincident configuration allows for calibration as well as measurement of the angular resolution of the AMANDA-II detector. [1]

For this analysis, coincident data from the years 2003-2005 are used, for a total livetime of around 600 days. For comparison with the data, Monte Carlo simulated proton, helium, oxygen, silicon and iron air showers with energies between 100 TeV and 100 PeV have been produced using the CORSIKA air shower generator with the SIBYLL/GEISHA hadronic interaction models [2]. At the surface the air showers are injected into GEANT4, which simulates the SPASE-II detector response [3]. The showers are then propagated through the ice and the response of AMANDA-II detector is simulated using the standard software package of the AMANDA collaboration. An $E^{-1}$ spectrum is used for generation, but for analysis the events are re-weighted to the cosmic ray energy spectrum of $E^{-2.7}$ at energies below the knee at 3 PeV and $E^{-3.2}$ above. Both the experimental data and the Monte Carlo simulated data are then put through identical reconstruction chains.

The first step in the reconstruction uses information from SPASE-2 only. The goal of this first reconstruction is to find the shower direction, shower size, and core position of the incoming air shower. The direction can be computed from the arrival times of the charged particles in the SPASE-2 scintillators, while the shower core position and shower size are acquired by fitting the lateral distribution of particle density to the Nishimura-Kamata-Greisen (NKG) function. Evaluating the fit at a fixed distance from the center of the shower (in this case 30 m) [4] gives a parameter called $S_{30}$, which has units of particles/m$^2$ and will be used throughout this paper as a measure of the electronic part of the air shower.

The next step in the reconstruction provides a measure of the muon component of the air shower from a combined reconstruction which uses both the surface and deep ice detectors. The core position of the shower from the SPASE-only fit is held fixed while $\theta$ and $\phi$ are varied in the ice to find the best fit of the muon track in the AMANDA-II detector. Holding the core fixed at
the surface allows for a lever arm of about 1730 m when calculating directionality, providing a very tight angular resolution for the track. The expected lateral distribution function (LDF) of the photons resulting from the muon bundle in AMANDA-II is computed and corrected for both the ranging out of muons as they progress downward through the detector, as well as the changing scattering length as a function of depth in the ice caused by dust layers. The LDF is then fit to the hit optical modules and evaluated at a perpendicular distance of 50 m from the center of the shower [5]. This parameter, called K50, has units of photoelectrons/OM and will be used throughout the rest of this paper as the measure of the muon component of the air shower.

III. Analysis Details

Once reconstruction has been completed it is important to find and eliminate poorly reconstructed events. Thus events have been discarded which:

- have a reconstructed shower core outside the area of SPASE-2 or a reconstructed muon track passing outside the volume of AMANDA-II,
- have an unreasonable number of hits in the ice given S30 at the surface (these events represent large showers which landed outside of SPASE-2 and were misreconstructed within the array as having a small S30),
- have an unphysical reconstructed attenuation length of light in the ice (an unphysical reconstruction of attenuation length will lead to a misreconstructed value for K50), or
- are reconstructed independently in SPASE-2 and AMANDA-II as coming from significantly different locations in the sky.

After these cuts have been made, it can be seen in Fig. 1 that our two main observables, S30 and K50, form a parameter space in which primary energy and primary mass separate. This is expected, since the showers associated with the heavier primaries develop earlier in the atmosphere and hence have more muons per electron by the time they reach the surface than the showers associated with lighter primaries [6]. This means that K50, which is proportional to the number of muons in the ice, will be higher for heavier primaries than for lighter primaries of the same S30, as is observed.

In the three-year data set used for this analysis, more than 100,000 events survive all quality cuts. It is interesting to notice that in the previous analysis, using the SPASE-2/AMANDA-B10 detector [5], the final number of events for one year was 5,655. Furthermore, the larger detector used here is sensitive to higher energy events. The significant increases in both statistics and sensitivity, along with a new detector simulation and revised reconstruction algorithm for the SPASE-2 array, are the basis for performing a new analysis.

![Proton Showers](image1.png)

**Proton Showers**

- $E_{\text{true}} = 10^{6.6}$ GeV
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**Iron Showers**

- $E_{\text{true}} = 10^{6.6}$ GeV

Fig. 1. The two main observables, $\log_{10}(K50) \text{ vs } \log_{10}(S30)$, in the Monte Carlo simulation with protons above (red) and iron below (blue). The black contours depict lines of constant energy from $5.4 > \log_{10}(E_{\text{true}}/\text{GeV}) > 6.8$ marked every $\log_{10}(E_{\text{true}}/\text{GeV}) = 0.2$. The black line along the energy gradient approximates a division between proton and iron showers and is included merely as a reference between the two plots. It is clear that mass and energy are on a roughly linear axis.

A. Calibration

To accurately measure the composition using both electron and muon information, the Monte Carlo simulations must provide an accurate representation of the overall amplitude of light in ice (measured here as K50). However, due to the model-dependencies displayed by air shower simulations, the overall light amplitude is subject to systematic errors. Therefore, it is important to calibrate the composition measurements at low energies where balloon experiments have provided direct measurements of cosmic ray composition. In light of this, a vertical “slice” in S30 is selected for calibration which corresponds with the highest energies measured directly. At these energies, the direct measurements indicate that $<\ln A> \approx 2$, or 50% protons and 50% iron [7]. The K50 values of the data in this S30 “slice” are thus adjusted by
an offset to match the distribution of K50 corresponding to a 50% – 50% proton and iron sample.

B. Neural Network Reconstruction of Energy and Mass

Similar past investigations utilized the quasi-linear relationship between K50/S30 and mass/energy, as seen in Fig. 1, to employ an analysis wherein, after calibration, the axis is rotated to correspond to the mass/energy coordinate plane [5] [8]. The rotation analysis works quite well up to energies slightly above the knee; however, beyond the knee the relationship between K50/S30 and mass/energy becomes increasingly non-linear as the air showers approach the energy where the shower maximum occurs at the atmospheric depth of the SPASE-2/AMANDA-II detectors. As the data set used here has significantly more statistics at these higher energies than previous studies, it was important to find a new procedure for extracting the composition. A neural network technique has therefore been developed to resolve the mean logarithmic mass at all energies [9].

The main change to the neural network technique since its development has been to distinguish between the calculation for energy and the calculation for mass by using two separate networks. The first neural network (NN1) is trained to find the primary energy by using log_{10}(K50) and log_{10}(S30) as input parameters, followed by one hidden layer. The second network (NN2) also takes as input log_{10}(K50) and log_{10}(S30) and also has a single hidden layer of neurons. In both cases the network is trained through a number of “epochs”, or training cycles, on half of the simulated proton and iron showers and tested on the other half of the proton and iron showers. The results of testing determine the
number of “epochs” each network can be trained through without overtraining. (The intermediate primaries are currently used only for checking the mass reconstruction of the network. It is hoped that they will soon be plentiful enough to use as inputs for training as well.)

As NN1 is given a full spectrum of energies on which to train, it very successfully reconstructs the energy of each shower. Plots of energy resolution separated into bins of true energy can be found in Fig. 2. The energy resolution is not only very good but also composition independent. This can be seen more clearly in Table I, which shows the Gaussian mean and sigma of each energy bin from Fig. 2. (Currently only six bins in energy are shown: higher energies are being generated and will be available before the conference.)

The mass network outputs a reconstructed mass for each particle in terms of the primaries on which it has been trained. As the neural network is trained only on proton and iron showers, it reconstructs each shower as some combination of proton and iron. Currently a minimization technique is used to find the mean log mass for each energy bin. This minimization technique has been tested on intermediate primaries and proves to reconstruct them reasonably well for a network trained only on protons and iron. However, as the number of intermediate primaries generated is increasing, it is hoped that the mass network can soon be trained on a wider spectrum of primaries. A test of this has been run and a comparison between the output from a network trained on all particle types and a network trained only on protons and iron is shown in Fig. 3. As expected, it is evident that when the network is trained on intermediate primaries oxygen is reconstructed in its own location between protons and iron and no longer as a fraction of one or the other. This method appears very promising and, as more intermediate primaries are simulated, this is the direction in which the analysis will proceed.

IV. DISCUSSION AND OUTLOOK
The SPASE-2/AMANDA-II cosmic ray composition analysis has lately acquired new Monte Carlo simulation, a new detector simulation of the surface array and a revised surface-array reconstruction algorithm. Aided by these three new features a great deal of progress has been made. It can clearly be seen that the use of a modified version of the neural network technique seen in the ICRC proceedings of 2007 [9] can very accurately reconstruct the energy of cosmic ray primaries in the region of the knee in the cosmic ray spectrum. The inclusion of a larger variety of primary particles for training the neural network is seen to be very promising and, with increased statistics in the Monte Carlo simulation, a composition result will soon follow.
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Abstract. Muons with a high transverse momentum ($p_T$) are produced in cosmic ray air showers via semileptonic decay of heavy quarks and the decay of high $p_T$ kaons and pions. These high $p_T$ muons have a large lateral separation from the shower core muon bundle. IceCube is well suited for the detection of high $p_T$ muons. The surface shower array can determine the energy, core location and direction of the cosmic ray air shower while the in-ice array can reconstruct the energy and direction of the high $p_T$ muon. This makes it possible to measure the decoherence function (lateral separation spectrum) at distances greater than 150 meters. The muon $p_T$ can be determined from the muon energy (measured by dE/dx) and the lateral separation. The high $p_T$ muon spectrum may also be calculated in a perturbative QCD framework; this spectrum is sensitive to the cosmic-ray composition.
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I. INTRODUCTION

The composition of cosmic rays with energies above $10^6$ GeV is not well known. At these energies, the flux of cosmic rays is so low that direct detection with balloon or satellite-borne experiments is no longer feasible and indirect measurement with larger ground arrays must be used. These arrays measure the electronic and hadronic components of a cosmic ray air shower, and must rely on phenomenological interaction models to relate observables like muon and electron density to primary composition. These interaction models are based on measurements made at accelerators that reach a maximum energy roughly equivalent to a $10^6$ GeV proton cosmic ray [1]. Extrapolation to the energy of the detected cosmic rays leads to uncertainties in the composition of cosmic rays at high energies. An alternate method of determining the composition is to use muons with a high transverse momentum ($p_T$) [2].

At transverse momenta on the order of a few GeV/c, the muon $p_T$ spectrum can be calculated using perturbative QCD (pQCD). Such calculations have been made for RHIC and the Tevatron, and the data is in quite good agreement with modern fixed order plus next-to-leading log (FONLL) calculations [3]. These experimental studies give us some confidence in pQCD calculations for air showers.

Most of the high-energy muons that are visible in IceCube are produced from collisions where a high-energy (large Bjorken–$x$) parton interacts with a low Bjorken–$x$ parton in a nitrogen target. These collisions will produce heavy (charmed and bottom) quarks and also jets from high $p_T$ partons; the jets will fragment into pions and kaons. Pions and kaons produce “conventional” muons that have a soft spectrum roughly proportional to $E^{-3.7}$ [4] and typically have a low $p_T$. In contrast, charm and bottom quarks are produced early in the shower. The resulting muons (“prompt” muons) have a harder spectrum, a higher $p_T$, and are the dominant source of atmospheric muons above $10^5$ GeV [5].

If these particles are produced in the forward direction (where they will be seen by ground based detectors), they can carry a significant fraction of the energy of the incident nucleon. The muon energy and $p_T$ can be related to the energy of the partons that make up the incident cosmic ray. For example, a $10^{16}$ eV proton has a maximum parton energy of $10^{16}$ eV, while the maximum parton energy for a $10^{16}$ eV iron nucleus (with A=56) is $1.8 \times 10^{14}$ eV. These two cases have very different kinematic limits for high $p_T$, high-energy muon production, so measurements of high $p_T$ muon spectra are sensitive to the cosmic-ray composition.

High $p_T$ muons constitute a small fraction of the muons visible in IceCube; the typical muon $p_T$ is of order a few hundred MeV/c. In this domain of “soft physics,” the coupling constants are very large, and pQCD calculations are no longer reliable. One is forced to rely on phenomenological models; different hadronic interaction models give rather different results on composition [6].

IceCube, a kilometer-scale neutrino telescope, is well suited for the detection of muons with $p_T$s above a few GeV/c [2]. When completed in 2011, it will consist of a 1 km$^3$ array of optical sensors (digital optical modules, or DOMs) buried deep in the ice of the South Pole and a 1 km$^2$ surface air shower array called IceTop. IceTop has an energy threshold of 300 TeV and can reconstruct the direction of showers with energies above 1 PeV within 1.5° and locate the shower core with an accuracy of 9 m [7]. The in-ice DOMs (here referred to as IceCube) are buried in the ice 1450 m under IceTop in kilometer-long strings of 60 DOMs with an intra-DOM spacing of 17 m. IceCube can reconstruct high energy muon tracks with sub-degree accuracy. The IceTop measurements can be used to extrapolate the interaction height of the
The decay of charm will produce roughly $10^{5}$ muons as they travel to the IceCube detector, but this is only equivalent to a few hundred MeV worth of $p_T$ and is not a strong effect in this analysis. The high $p_T$ muon events are near-vertical which gives them a short slant depth. In order for muons to reach the IceCube detector they must have an energy of at about 500 GeV at the surface of the Earth. These higher energy muons are deflected less by multiple scattering and the Earth’s magnetic field.

The combined acceptance for cosmic ray air showers which pass through both IceTop and IceCube is 0.3 km$^2$sr for the full 80-string IceCube array [8]. By the end of the astral summer of 2006/2007, 22 IceCube strings and 26 IceTop tanks had been deployed. The combined acceptance for showers that pass through both IceTop-26 and IceCube-22 is 0.09 km$^2$sr. While this acceptance is too small to expect enough events to generate a $p_T$ spectrum, it offers an excellent opportunity to test reconstruction and background rejection techniques.

II. PREVIOUS MEASUREMENT OF HIGH $p_T$ MUONS

MACRO, an underground muon detector, has previously measured the separation between muons in air showers with energies ranging roughly from 10$^4$ GeV to 10$^6$ GeV [9]. MACRO measured muon separations out to a distance of about 65 meters. The average separation between muons was on the order of 10 m, with 90% of the muons found with a separation of less than 20 m [9]. MACRO simulated air showers and studied the muon pair separations as a function of the $p_T$ of their parent mesons. They verified the linear relationship between $p_T$ and separation shown in Eq. 1 (with a small offset due to multiple scattering of the muons) out to momenta up to 1.2 GeV/c.

III. HIGH $p_T$ RATE ESTIMATIONS

The decay of charm will produce roughly $10^6$ prompt muons/year with energies in excess of 1 TeV inside the 0.3 km$^2$sr combined acceptance of the full IceCube array [10]. Different calculations agree well in overall rate in IceCube, but, at high (1 PeV) energies, differences in parton distribution functions lead to rates that differ by a factor of 3 [11].

We can roughly estimate the fraction of muons that are produced at high $p_T$ using PYTHIA $pp$ simulations conducted for the ALICE muon spectrometer at a center of mass energy of 14 TeV, which indicate that roughly 0.6% of these events will have a $p_T$ of at least 6 GeV/c [12]. These simulations are done at a higher center of mass energy than the bulk of the IceCube events, and also were for muons produced at mid-rapidity (and, therefore, higher projectile $x$ values and lower target $x$ values than in IceCube). However, they should be adequate for rough estimates. These estimated rates of high $p_T$ muons are further reduced by approximately a factor of 10 by requiring that the high $p_T$ muon be produced in coincidence with a shower that triggers IceTop, leaving a rough expectation of $\sim$500 events per year with a $p_T$ greater than 6 GeV/c in the 80-string configuration of IceCube. The estimated number of events above a given $p_T$ from the decay of charm is given in Table I neglecting the uncertainties mentioned above. At higher $p_T$, bottom production may also contribute significantly to muon production.

The rate of 1 TeV muons from conventional flux is expected to be about $10^3$ events/year in the full IceCube configuration. The vast majority of these muons will have a low $p_T$. Based on the $p_T$ spectrum measured from pions produced in 200 GeV center of mass energy $pp$ collisions by the PHENIX collaboration, the number of events expected with $p_T > 6$ GeV/c is estimated to be $1 \times 10^6$ [13]. Requiring a $p_T > 6$ GeV/c and an IceTop trigger leaves roughly 20 events/year in the full IceCube configuration from the conventional flux of muons.

IV. RECONSTRUCTION METHODS

High $p_T$ muons will appear as a separate track coincident in time and parallel with the track from the central core of low $p_T$ muons. Generally the bundle of low $p_T$ muons leaves more light in the detector than the high $p_T$ muon.

Current reconstruction algorithms in IceCube are designed to reconstruct single tracks. In order to reconstruct these double-track events the activated DOMs are split into groups using a k-means clustering algorithm [14]. The first group is the muon bundle and the second group is the high $p_T$ muon. Each group is then reconstructed with a maximum likelihood method that takes into account the scattering of light in ice. After this initial reconstruction, the groups are resplit

<table>
<thead>
<tr>
<th>$p_T$ [GeV/c]</th>
<th>Separation [m]</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 6$</td>
<td>150</td>
<td>$\sim$500</td>
</tr>
<tr>
<td>$\geq 8$</td>
<td>200</td>
<td>$\sim$200</td>
</tr>
<tr>
<td>$\geq 16$</td>
<td>400</td>
<td>$\sim$5</td>
</tr>
</tbody>
</table>
These factors lead to a poorer resolution in the model discussed in [16]. Also, since high SIKA [15] with the exception of the modified DPMJET muon are not properly modeled or included in CORSIKA, making simulation very time intensive, a toy model much larger effect on the reconstruction of the high $p_T$ bundle (top) and high $p_T$ the clustering algorithm (red, dashed lines) for the muon compared to the resolution for groups determined using the true simulation information (black, solid lines) is the activated DOMs to end up in a single group. Figure 1 shows the performance of this clustering algorithm. The zenith angle resolution for groups determined using the true simulation information (black, solid lines) is compared to the resolution for groups determined using the clustering algorithm (red, dashed lines) for the muon bundle (top) and high $p_T$ muon (bottom). Roughly 20% of the events fail to reconstruct because there are not enough DOMs in one of the groups.

These reconstruction algorithms achieve a zenith angle resolution of 2.7° for the muon bundle and 4.1° for a high $p_T$ muon separated by 400 m. The resolution is worse for the high $p_T$ muon because fewer DOMs are activated. While high $p_T$ muons with a greater separation are much easier to resolve with the two track algorithm, they also tend to be lower energy (see Eq. 1) and activate fewer DOMs. The average number of DOMs activated by the high $p_T$ muon is 12, compared to 50 for the muon bundle. Additionally, because high $p_T$ muons have less activated DOMs, a DOM activated by the muon bundle that is incorrectly placed in the high $p_T$ group has a much larger effect on the reconstruction of the high $p_T$ track. These factors lead to a poorer resolution in the high $p_T$ track direction.

V. SIGNAL AND BACKGROUND SEPARATION

Many of the processes that can generate a high $p_T$ muon are not properly modeled or included in CORSIKA [15] with the exception of the modified DPMJET model discussed in [16]. Also, since high $p_T$ muons will occur in only a fraction of simulated showers making simulation very time intensive, a toy model based on CORSIKA proton showers was used to model the signal. A single muon is inserted into an existing CORSIKA event containing a muon bundle from an air shower. This modified shower is then run through the standard IceCube propagation, detector simulation, and reconstruction routines. Simulations insert a muon with energy of 1 TeV separated 100, 150, 200, and 400 m from the shower core. This gave a clean sample ideal for the development of reconstruction routines optimized to identify simultaneous parallel tracks inside the detector.

Cosmic rays air showers that do not generate a high $p_T$ muon are considered a background to this search. Since they generate only a single shower in the array, these events are mostly eliminated by requiring there be two well-reconstructed tracks in the IceCube detector. These single showers are well-reconstructed by a single track hypothesis, while the high $p_T$ muon events are not. Figure 2 shows the negative log of the reduced likelihood of a single track reconstruction for single showers, and showers with an inserted 4, 8, and 16 GeV/c $p_T$. 1 TeV muon (separation of 100 m, 200 m, and 400 m from the shower core, assuming an average interaction height of 25 km). Well reconstructed events have a lower value on this plot. For large separations, this variable separates single showers from showers which contain a high $p_T$ muon. When the separation between the high $p_T$ muon and the shower core drops below the interstring distance (the blue, dot-dashed line in Figure 2), it is no longer possible to cleanly resolve the high $p_T$ muon from the shower core and the event looks very similar to a single shower.

The IceCube 22-string configuration is large enough that the rate of simultaneous events from cosmic rays is significant. Muon bundles from two (or more) air showers can strike the array within the 10 $\mu$s event window, producing two separated tracks. These so-called double-coincident events are the dominant background for air showers with high $p_T$ muons. Since these double-coincident events are uncorrelated in direction and time, requiring that both reconstructed tracks be parallel and occur within 1 $\mu$s can eliminate most of these events.
Due to misreconstructions some events will survive this selection, and criteria to eliminate these misreconstructed events are being developed. However, an irreducible background remains from double-coincident events that happen to come from roughly the same direction and time.

After applying selection criteria to reduce the cosmic ray background, a 10% sample of the IceCube data was scanned by eye for high $p_T$ muon candidates. Several events were found and Figure 3 shows a representative event. The two tracks occur within 600 ns of each other and the spaceangle between the two reconstructions is 5.6°.

VI. HORIZONTAL EVENTS

One possible method to avoid the backgrounds from single and double-coincident cosmic ray air showers is to search for events that come from the horizontal direction. At a zenith angle of 60° the slant depth through the ice is about 3 km. Only muons with energies in excess of several TeV will reach IceCube [17] and the event multiplicity is greatly reduced. Because the intra-DOM spacing is 17 m, compared to the intra-string spacing of 125 m relevant for vertical events, the two-track resolution should improve. A disadvantage to searching in the horizontal direction is the increase in the deflection from the magnetic field and multiple scattering with the slant depth, which could lead to a greater spread in the muon bundle and create event topologies which mimic a high $p_T$ muon event. Nevertheless, the advantage of background suppression is strong. In addition to high $p_T$ muons in cosmic rays, there are a number of other processes (such as the decay of the supersymmetric stau [18]) that can produced horizontal parallel tracks, making the horizon an interesting direction.

A search was conducted in 10% of the IceCube data from 2007 for these horizontal events using simple topological selection criteria. Events which reconstructed within 30° of horizontal were selected and searched for a double track topology. Several interesting candidate events were found, one is shown in Figure 4. The two tracks occur within 1 ns of each other and the spaceangle between the two reconstructions is 33°.

VII. CONCLUSIONS

IceCube is large enough that the study of high $p_T$ muons has become viable. Resolution of tracks separated by at least 150 meters from the shower core will allow identification of muons with $p_T$s of at least 6 GeV/c. A two-track reconstruction algorithm has been developed and selection criteria for identification of air showers with high $p_T$ muons is under development. A search for horizontal double tracks is also under way. The rate of high $p_T$ muon production is sensitive to the composition of the cosmic rays and offers an alternative to existing composition studies.
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Abstract. We report on a study of the anisotropy in the arrival direction of cosmic rays with a median energy per Cosmic Ray (CR) particle of ∼ 14 TeV using data from the IceCube detector. IceCube is a neutrino observatory at the geographical South Pole, when completed it will comprise 80 strings plus 6 additional strings for the low energy array Deep Core. The strings are deployed in the deep ice between 1,450 and 2,450 meters depth, each string containing 60 optical sensors. The data used in this analysis are the data collected from April 2007 to March 2008 with 22 deployed strings. The data contain ∼ 4.3 billion downward going muon events. A two-dimensional skymap is presented with an evidence of 0.06% large scale anisotropy. The energy dependence of this anisotropy at median energies per CR particle of 12 TeV and 126 TeV is also presented in this work. This anisotropy could arise from a number of possible effects; it could further enhance the understanding of the structure of the galactic magnetic field and possible cosmic ray sources.
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I. INTRODUCTION

The intensity of Galactic Cosmic Rays (GCRs) have been observed to show sidereal anisotropic variation on the order of 10⁻⁴ at energies in the range of 1-100 TeV [1], [2] and [3]. This anisotropy could arise from number of different combination of causes. One possible cause could be the Compton Getting (CG) effect. This effect was proposed in 1935 [4] predicting that CR anisotropy could arise from the movement of the solar system around the galactic center with the velocity of ∼ 220 km s⁻¹ such that an excess of CR would be present in the direction of motion of the solar system while a deficit would appear in the opposite direction. Another possible effect (proposed by Nagashima et. al. [1]) causing the excess in the anisotropy, which was referred to as "tail-in", originates from close to the tail of the hemisphere. While the deficit in the anisotropy, which was referred to as "loss-cone", originates from a magnetic cone shaped structure of the galactic field in the vicinity region.

In this paper we present results on the observation of large scale cosmic ray anisotropy by IceCube. Previous experiments have published a 2-dimensional skymap of the northern hemisphere sky ([2]- [5]). This measurement presents the first 2-dimensional skymap for the southern hemisphere sky. In addition, we present the energy dependence of this anisotropy at median energies per CR particle of 12 TeV and 126 TeV.

The outline of the paper is: the second section will describe the data used in this analysis, the analysis method and the challenges. The third section will discuss the results and the stability checks applied to the data. The fourth section will discuss the anisotropy energy dependence and the last section is the conclusion.

II. DATA ANALYSIS

The data used in this analysis are the downward going muons collected by the IceCube neutrino observatory comprising 22 strings. The data were collected from June 2007 to March 2008. The events used in this analysis are those reconstructed by an online one iteration Likelihood (LLH) based reconstruction algorithm. The events selected online require at least ten triggered optical sensors on at least three strings. The average rate of these events is ∼ 240 Hz (approximately 40% of the events at triggering level). Further selection criteria are applied to the data to ensure good quality and stable runs. The final data set consists of 4.3 × 10⁹ events with a median angular resolution (angle between the reconstructed muon and the primary particle) of 3° and a median energy per CR particle of 14 TeV as simulated according to (CORSIKA [6], SIBYLL [7], Hörandel [8]).

In this analysis we are searching for a high precision anisotropy. The sidereal variation of the CR intensity is induced by the anisotropy in their arrival direction. However, it can also be caused by the detector exposure asymmetries, non-uniform time coverage, diurnal and seasonal variation of the atmospheric temperature. Apart from these effects the remaining variations can only be of galactic origin.

Due to the unique location of IceCube at the South Pole the detector observes the sky uniformly. This is not the case for all the previous experiments searching for large scale cosmic ray anisotropy (e.g. [2], [3], [5]). Due to their locations they need a whole solar day to scan the entire sky. As a result they need to eliminate the diurnal and seasonal variations using various approaches. For IceCube the diurnal variation does not effect the sidereal variation because the whole sky is fully visible to the detector at any given time and because there is only one day and one night per year. In addition, although the seasonal variation is on the order of 20% the variation is slow and does not affect the daily muon intensity significantly.
The remaining challenge for this analysis is accounting for the detector asymmetry, and unequal time coverage in the data due to the detector run selection. To illustrate the detector asymmetry Figure 1 shows the IceCube 22 string geographical configuration. This geographical asymmetry results in a preferred reconstructed muon direction since the muons would pass by more strings in one direction in the detector compared to another. The combination of detector event asymmetry with a non-uniform time coverage would induce an azimuthal asymmetry and consequently artificial anisotropy of the arrival direction of cosmic rays. This asymmetry is corrected for by normalizing the azimuthal distribution.

Figure 2 shows the azimuthal distribution for the whole data set. It displays the number of events vs. the azimuth of the arrival direction of the primary CR particle. Note that the asymmetry in the azimuthal distribution due to detector geometry is modeled well by simulation.

To correct for the detector azimuthal asymmetry we apply an azimuthal normalization. The azimuthal distribution is parameterized by $N$, $n_{i}$, and $\bar{n}$, where $N$ is the total number of bins, $n_{i}$ is the number of events per bin and $\bar{n}$ is the average number of events, $\bar{n} = \frac{1}{N} \sum_{i=1}^{N} n_{i}$. $\bar{n}$ is denoted by the horizontal red line in Figure 2. The azimuthal normalization is applied by weighting each event by $\frac{n_{i}}{\bar{n}}$ for that event.

In addition to the azimuthal asymmetry we also observe a zenith angle asymmetry (more events arrive from the zenith than from the horizon). Due to this declination dependence, the sky is divided into four declination bands such that the data is approximately equally distributed among the declination bands. For each band the azimuthal distribution is normalized for the whole year. The relative intensity for each bin in the 2-dimensional skymap is then calculated by dividing the number of events per bin by the total number of events per declination.

### III. RESULTS:

Figure 3 shows the southern hemisphere skymap for well reconstructed downward going muons for the IceCube 22-Strings data set. The skymap is plotted in equatorial coordinates. The color scale represents the relative intensity of the rate for each bin per declination band where each bin rate is calculated by dividing the number of events for that bin over the average number of events for that bin’s declination band. The plot shows a large scale anisotropy in the arrival direction of cosmic rays. The amplitude and the phase of this anisotropy is determined by projecting the 2-dimensional skymap in Right Ascension (RA) as shown in Figure 4. Figure 4 shows the relative intensity vs. the RA. The data are shown in points with their error bars. The fit is the second-order harmonic function in the form of $\sum_{i=2}^{N} (A_{i} \times \cos(i ((RA) - \phi_{i}))) + B$ where $A_{i}$ is the amplitude and $\phi_{i}$ is the phase and $B$ is a constant. The fit $A_{i}$, $\phi_{i}$ and $\chi^{2}/ndof$ for the second harmonic fit are listed in Table I. The significance of the 2-dimensional skymap is shown in Figure 5. The significance is calculated for each bin from the average number of events for that bin’s declination band. Note that the significance of several bins in the excess region is greater than 4$\sigma$ and in some bins in the deficit region is smaller the $-4\sigma$.

![Image](image.png)

**Fig. 1:** The IceCube detector configuration. The filled green circles are the positions of IceCube strings and the filled blue circles display the position of the IceTop tanks.

**Fig. 2:** The azimuthal distribution for the whole data set. This plot shows the number of events vs. the azimuth of the arrival direction of the primary CR particle. The horizontal red line in the average number of events for the distribution.

<table>
<thead>
<tr>
<th>$A_{i}$ $(10^{-4})$</th>
<th>$\phi_{i}$</th>
<th>$A_{2} (10^{-4})$</th>
<th>$\phi_{2}$</th>
<th>$\chi^{2}/ndof$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.4±0.2</td>
<td>166.4°±2.6°</td>
<td>2.1±0.3</td>
<td>-65.6°±4°</td>
<td>22/19</td>
</tr>
</tbody>
</table>

**Table I:** The second harmonic fit amplitude, phase, and $\chi^{2}/ndof$.

To check for the stability of the measured large scale
anisotropy we performed a number of checks with the data set. One check was applied by dividing the data into two sets where one set contains sub-runs with an even index number and the other set contains sub-runs with an odd index number (a sub-run on average contains events collected for \(\sim 20\) minutes at a time). Another check is applied by dividing the data into two sets each set contains half the sub-runs selected randomly. The results for both tests were consistent.

In addition, stability checks are applied to test for daily and seasonal variation effects. To test for the daily variation effect the data were divided in two sets: The first set contains sub-runs with rate values greater than the mean rate value for that sub-run’s day. The second set contains sub-runs with rate values less than the mean rate value for that sub-run’s day. Furthermore, to test for the seasonal variation effect the data set is divided in two sets: The first set holds the winter month’s sub-runs (June-Oct.). The second set holds the summer month’s sub-runs (Nov.-March). For both tests we see no significant changes in the value of the anisotropy of the two data sets.

### IV. Energy Dependence:

In order to better understand the possible nature of the anisotropy we have searched for energy dependent effects using our data. To determine the energy dependence for the signal we divided the data into two energy bins. To accomplish that and to ensure constant energy distribution along our sky both the number of sensors triggered by the event and the zenith angle of the event are used for the energy bands selection. The first energy bin contains \(3.8 \times 10^9\) events with a median per CR particle of 12.6 TeV and 90% of the events between 2 and 158 TeV. The second energy bin contains \(9.6 \times 10^8\) events with a median energy per CR particle of 126 TeV and 90% of the events between 10 TeV and 1 PeV. Each 2-dimensional skymap is projected to 1-dimensional variations in RA. In comparison to previous experiments the 1-dimensional RA distribution is fitted to a first harmonic fit. The first harmonic fit amplitude and phase for the first energy band are 
\[
A_1 = (7.3 \pm 0.3) \times 10^{-4} \quad \text{and} \quad \phi_1 = 63.4^\circ \pm 2.6^\circ,
\]
while the amplitude and phase for the second energy band are 
\[
A_1 = (2.9 \pm 0.6) \times 10^{-4} \quad \text{and} \quad \phi_1 = 93.2^\circ \pm 12^\circ.
\]

Figure 6 shows the amplitude of this analysis (in filled circles) in comparison to previous experiments (In empty squares). Note that the amplitude in this analysis shows a decrease of the harmonic amplitude value at the higher energies for the energy ranges of 10-100 TeV.
V. CONCLUSION

In this analysis we present the first 2-dimensional skymap for the southern hemisphere of 4.3 billion cosmic rays with a median angular resolution of 3° and a median energy per CR particle of 14 TeV as observed by IceCube. A large cosmic ray anisotropy with a second harmonic vector amplitude of $A_1 = (6.4 \pm 0.2) \times 10^{-4}$ and a phase of $\phi_1 = 66.4^\circ \pm 2.6^\circ$ is observed. The significance of some bins in the excess and the deficit regions were found to be $> 4\sigma$. This anisotropy is an extension of previously measured large scale anisotropy at the northern hemisphere reported by multiple experiments ([2]- [5]).

In addition, we report on the anisotropy energy dependence. We report the amplitude of the first harmonic vector of the anisotropy for the two energy bands. The first energy band with a median energy per CR particle of 12.6 TeV the amplitude is found to be $A_1 = (7.3 \pm 0.3) \times 10^{-4}$. The second energy band with a median energy per CR particle of 126 TeV the amplitude is found to be $A_1 = (2.9 \pm 0.6) \times 10^{-4}$. The amplitude energy dependence is found to follow a decreasing trend with energy.
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Abstract. We have measured the correlation of rates in IceCube with long and short term variations in the South Pole atmosphere. The yearly temperature variation in the middle stratosphere (30-60 hPa) is highly correlated with the high energy muon rate observed deep in the ice, and causes a ±10% seasonal modulation in the event rate. The counting rates of the surface detectors, which are due to secondary particles of relatively low energy (muons, electrons and photons), have a negative correlation with temperatures in the lower layers of the stratosphere (40-80 hPa), and are modulated at a level of ±5%. The region of the atmosphere between pressure levels 20-120 hPa, where the first cosmic ray interactions occur and the produced pions/kaons interact or decay to muons, is the Antarctic ozone layer. The anticorrelation between surface and deep ice trigger rates reflects the properties of pion/kaon decay and interaction as the density of the stratospheric ozone layer changes. Therefore, IceCube closely probes the ozone hole dynamics, and the temporal behavior of the stratospheric temperatures.
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I. INTRODUCTION

The IceCube Neutrino Observatory, located at the geographical South Pole (altitude 2835m), has been growing incrementally in size since 2005, surrounding its predecessor AMANDA[1]. As of March 2009, IceCube consists of 59 strings in the Antarctic ice, and 59 stations of the IceTop cosmic ray air shower array on the surface. Each IceCube string consists of 60 Digital Optical Modules (DOMs) deployed at depths of 1450-2450m, and each IceTop station comprises 2 ice Cherenkov tanks with 2 DOMs in each tank.

IceCube records the rate of atmospheric muons with \( E_\mu \geq 400 \text{ GeV} \). Muon events pass the IceCube Simple Majority Trigger (InIce_SMT) if 8 or more DOMs are triggered in 5\( \mu \text{sec} \). The IceTop array records air showers with primary cosmic ray energies above 300 TeV. Air showers pass the IceTop Simple Majority Trigger (IceTop_SMT) if 6 or more surface DOMs trigger within 5\( \mu \text{sec} \).

As the Antarctic atmosphere goes through seasonal changes, the characteristics of the cosmic ray interactions in the atmosphere follow these variations. When the primary cosmic ray interacts with atmospheric nuclei, the pions and kaons produced at the early interactions mainly determine the nature of the air shower. For the cosmic ray energies discussed here, these interactions happen in the ozone layer (20-120 hPa pressure layer at 26 down to 14 km) of the South Pole stratosphere. During the austral winter, when the stratosphere is cold and dense, the charged mesons are more likely to interact and produce secondary low energy particles. During the austral summer when the warm atmosphere expands and becomes less dense, the mesons more often decay rather than interact.

Figure 1 demonstrates the modulation of rates in relation to the temporal changes of the South Pole stratosphere. The scaler rate of a single IceTop DOM on the surface is mostly due to low energy secondary particles (MeV electrons and gammas, ∼1 GeV muons)[2] produced throughout the atmosphere, and therefore highly modulated by the atmospheric pressure. However, after correcting for the barometric effect, the IceTop DOM counting rate also reflects the initial pion interactions in the middle stratosphere. The high energy muon rate in the deep ice, on the other hand, directly traces the decay characteristics of high energy pions in higher layers of the stratosphere. The IceCube muon rate reaches its maximum at the end of January when the stratosphere is warmest and most tenuous. Around the same time IceTop DOMs measure the lowest rates on the surface as the pion interaction probability reaches its minimum. The high energy muon rate starts to decline as the stratosphere gets colder and denser. The pions will interact more often than decay, yielding the maximum rate in IceTop and the minimum muon rate in deep ice at the end of July.

II. ATMOSPHERIC EFFECTS ON THE ICECUBE RATES

The Antarctic atmosphere is closely monitored by the NOAA Polar Orbiting Environmental Satellites (POES) and by the radiosonde balloon launches of the South Pole Meteorology Office. However, stratospheric data
Fig. 1. The temporal behavior of the South Pole stratosphere from May 2007 to April 2009 is compared to IceTop DOM counting rate and the high energy muon rate in the deep ice. (a) The temperature profiles of the stratosphere at pressure layers from 20 hPa to 100 hPa where the first cosmic ray interactions happen. (b) The IceTop DOM counting rate (black -observed, blue -after barometric correction) and the surface pressure (orange). (c) The IceCube muon trigger rate and the calculated effective temperature (red).

is sparse during the winter when the balloons do not reach high altitudes, and satellite based soundings fail to return reliable data. For such periods NOAA derives temperatures from their models. We utilize both the ground-based data and satellite measurements/models for our analysis.

A. Barometric effect

In first order approximation, the simple correlation between log of rate change $\Delta \{\ln R\}$ and the surface pressure change $\Delta P$ is

$$\Delta \{\ln R\} = \beta \cdot \Delta P$$

where $\beta$ is the barometric coefficient.

As shown by the black line in the Figure 1b, the observed IceTop DOM counting rate varies by $\pm 10\%$ in anti-correlation with surface pressure, and the barometric coefficient is determined to be $\beta = -0.42\%/hPa$. Using this value, the pressure corrected scaler rate is plotted as the smoother line (blue) in Figure 1b. The cosmic ray shower rate detected by the IceTop array also varies by $\pm 17\%$ in anti-correlation with surface pressure, and can be corrected with a $\beta$ value of $-0.77\%/hPa$. As expected [3], the IceCube muon rate shown in Figure 1c is not correlated with surface pressure. However, during exceptional stratospheric temperature changes, the second order temperature effect on pressure becomes large enough to cause anti-correlation of the high energy muon rate with the barometric pressure. During such events the effect directly reflects sudden stratospheric density changes, specifically in the ozone layer.

B. Seasonal Temperature Modulation

From the phenomenological studies [4][5], it is known that correlation between temperature and muon intensity can be described by the effective temperature $T_{\text{eff}}$, defined by the weighted average of temperatures from the surface to the top of the atmosphere. $T_{\text{eff}}$ approximates the atmosphere as an isothermal body, weighting each pressure layer according to its relevance to muon production in atmosphere [5][6].

The variation of muon rate $\Delta R_\mu/ < R_\mu >$ is related to the effective temperature as

$$\frac{\Delta R_\mu}{< R_\mu >} = \alpha_T \frac{\Delta T_{\text{eff}}}{< T_{\text{eff}} >},$$

where $\alpha_T$ is the atmospheric temperature coefficient.

Using balloon and satellite data for the South Pole atmosphere, we calculated the effective temperature as the red line in Figure 1c. We see that it traces the IceCube muon rate remarkably well. The calculated temperature coefficient $\alpha_T = 0.9$ for the IceCube muon
rate agrees well with the expectations of models as well as with other experimental measurements[7][8].

In this paper, we also study in detail the relation between rates and stratospheric temperatures for different pressure layers from 20 hPa to 100 hPa as

\[
\frac{\Delta R}{<R>} = \alpha_p^{\Delta T} \frac{\Delta T}{<T>} .
\]

The temperature coefficients for each pressure layer \(\alpha_p^{\Delta T}\) and the correlation coefficient \(\gamma\) are determined from regression analysis. Pressure-corrected IceTop DOM counting rate, and IceCube muon rate are sorted in bins of ~ 10 days, and deviations \(\Delta R/ <R>\) from the average values are compared with the deviation of temperatures at different depths \(\Delta T/ <T>\). We list the values of \(\alpha_p^{\Delta T}\) and \(\gamma\) for IceCube muon rate and IceTop DOM counting rate in Table 1. We find that the IceCube muon rate correlates best with the temperatures of 30-60 hPa pressure layers, while the IceTop DOM counting rate shows the best correlation with 60-80 hPa layers. In Figure 2, we plot the rate and temperature correlation for layers which yield the best correlation.

### III. Exceptional Stratospheric Events and the Muon Rates

The South Pole atmosphere is unique because of the polar vortex. In winter a large-scale clockwise flowing cyclone forms over the entire continent of Antarctica, isolating the Antarctic atmosphere from higher latitudes. Stable heat loss due to radiative cooling continues until August without much disruption, and the powerful Antarctic vortex persists until the sunrise in September. As warm air rushes in, the vortex loses its strength, shrinks in size, and sometimes completely disappears in austral summer. The density profile inside the vortex changes abruptly during the sudden stratospheric warming events, which eventually may cause the vortex collapse. The ozone depleted layer at 14-21 km altitude (ozone hole), observed in September/October period, is usually replaced with ozone rich layer at 18-30 km soon after the vortex breaks up.

Apart from the slow seasonal temperature variations, IceCube also probes the atmospheric density changes due to the polar vortex dynamics and vigorous stratospheric temperature changes on time scales as short as days or even hours, which are of great meteorological interest.

An exceptional and so far unique stratospheric event has already been observed in muon data taken with IceCube’s predecessor AMANDA-II.

### 3. 2002 Antarctic ozone hole split detected by AMANDA

In late September 2002 the Antarctic stratosphere underwent its first recorded major Sudden Stratospheric Warming (SSW), during which the atmospheric temperatures increased by 40 to 60 K in less than a week. This unprecedented event caused the polar vortex and the ozone hole, normally centered above the South Pole, to split into two smaller, separate off-center parts (Figure 3) [9].

Figure 4 shows the stratospheric temperatures between September and October 2002 along with the AMANDA-II muon rate. The muon rate traces temperature variations in the atmosphere in great detail, with the strongest correlation observed for the 40-50 hPa layer.

### B. South Pole atmosphere 2007-2008

Unlike in 2002, the stratospheric conditions over Antarctica were closer to average in 2007 and 2008. In 2007 the polar vortex was off-center from the South Pole during most of September and October, resulting in greater heat flux into the vortex, which decreased rapidly in size. When it moved back over the colder Pole region in early November it gained strength and persisted until the beginning of December. The 2008 polar vortex was
one of the largest and strongest observed in the last 10 years over the South Pole. Because of this, the heat flux entering the area was delayed by 20 days. The 2008 vortex broke the record in longevity by persisting well into mid-December.

In Figure 5 we overlay the IceCube muon rate over the temperature profiles of the Antarctic atmosphere produced by the NOAA Stratospheric analysis team[11]. We note that the anomalous muon rates (see, for example, the sudden increase by 3% on 6 August 2008) observed by IceCube are in striking correlation with the middle and lower stratospheric temperature anomalies.

We are establishing automated detection methods for anomalous events in the South Pole atmosphere as well as a detailed understanding and better modeling of cosmic ray interactions during such stratospheric events.
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Abstract. Since 1997 the neutrino telescope AMANDA at the geographic South Pole has been monitoring our Galaxy for neutrino bursts from supernovae. Triggers were introduced in 2004 to submit burst candidates to the Supernova Early Warning System SNEWS. From 2007 the burst search was extended to the much larger IceCube telescope, which now supersedes AMANDA. By exploiting the low photomultiplier noise in the antarctic ice (on average 280 Hz for IceCube), neutrino bursts from nearby supernovae can be identified by the induced collective rise in the pulse rates. Although only a counting experiment, IceCube will provide the world’s most precise measurement of the time profile of a neutrino burst near the galactic center. The sensitivity to neutrino properties such as the θ13 mixing angle and the neutrino hierarchy are discussed as well as the possibility to detect the deleptonization burst.
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I. INTRODUCTION

Up to now, the only detected extra-terrestrial sources of neutrinos are the sun and supernova SN1987A. To extend the search to TeV energies and above, neutrino telescopes such as AMANDA and IceCube [1] have been built. It turns out that the noise rates of the light sensors (OMs) in the antarctic ice are very low (~700 Hz for AMANDA, ~280 Hz for IceCube) opening up the possibility to detect MeV electron anti-neutrinos from close supernovae by an increase in the collective rate of all light sensors. The possibility to monitor the galaxy for supernova with neutrino telescopes such as AMANDA has first been proposed in [2] and a first search has been performed using data from the years 1997 and 1998 [3].

The version of the the supernova data acquisition (SNDaq) covered in this paper has been introduced for AMANDA in the beginning of the year 2000 and was extended to IceCube in 2007. The AMANDA SNDaq has been switched off in February 2009. We will investigate data recorded by both telescopes concentrating on the 9 years of AMANDA measurements and make predictions for the expected sensitivity of IceCube.

II. DETECTORS AND DATA ACQUISITION

In AMANDA, the pulses of the 677 OMs are collected in a VME/Linux based data acquisition system which operates independently of the main data acquisition aimed at high energy neutrinos. It counts pulses from every connected optical module in a 20 bit counter in fixed 10 ms time intervals that are synchronized by a GPS-clock.

In IceCube, PMT rates are recorded in a 1.6384 ms binning by scalers on each optical module. The information is locally buffered and read out by the IceCube data acquisition system. It then transfers this data to the SNDaq, which synchronizes and regroups the information in 2 ms bins.

The software used for data acquisition and analysis is essentially the same for AMANDA and IceCube. The data is rebinned in 500 ms intervals and subjected to an online analysis described later. In case of a significant rate increase (“supernova trigger”), an alarm is sent to the Supernova Early Warning System (SNEWS, [4]) via the Iridium satellite network and the data is saved in a fine time binning (10 ms for AMANDA and 2 ms for IceCube).

III. SENSOR RATES

In 500 ms time binning, the pulse distribution of the average AMANDA or IceCube OM conforms only approximately to a Gaussian. It can more accurately be described by a lognormal distribution (see figure 1).

The pulse distributions exhibit Poissonian and correlated afterpulse components contributing with similar
strengths. The correlated component is anticorrelated with temperature and arises from Cherenkov light caused by $^{40}$K decays and glass luminescence from radioactive decay chains. A cut at 250 $\mu$s on the time difference of consecutive pulses effectively suppresses afterpulse trains, improves the significance of a simulated supernova at 7.5 kpc by approximately 20% and makes the pulse distribution more Poissonian in nature.

IV. EFFECTIVE VOLUMES

Supernovae radiate all neutrino flavors, but due to the relatively large inverse beta decay cross section, the main signal in IceCube is induced by electron anti-neutrinos (see [5]). The rate $R$ per OM can be approximated by weighing the energy dependence on an electron neutrino flux at the earth $\Phi(E_{\nu_e})$ (derived from the neutrino luminosity and spectra found in [6]) with the effective area for anti-electron neutrino detection $A_{\text{eff}}(E_{\nu_e})$ and integrating over the whole energy range:

$$R = \int_0^\infty dE_{\nu_e} \Phi(E_{\nu_e}) A_{\text{eff}}(E_{\nu_e}),$$

where $A_{\text{eff}}(E_{\nu_e}) = \frac{dn}{dE_{\nu_e}}(E_{\nu_e}, E_{\nu_e}^{-}) V_{\text{eff}, e^{-}}(E_{\nu_e})$ is the inverse beta decay cross section, $n$ the density of protons in the ice and $V_{\text{eff}, e^{-}}(E_{\nu_e})$ the effective volume for positron detection of a single OM. $V_{\text{eff}, e^{-}}(E_{\nu_e})$ can be calculated by multiplying the number of Cherenkov photons produced with the effective volume for photon detection $V_{\text{eff}, \gamma_{\text{h}}}$.

By tracking Cherenkov photons in the antarctic ice around the IceCube light sensors [7] and simulating the module response one obtains $V_{\text{eff}, \gamma_{\text{h}}} = 0.104$ m$^3$ for the most common AMANDA sensors and $V_{\text{eff}, \gamma} = 0.182$ m$^3$ for the IceCube sensors. With a GEANT-4 simulation, the amount of photons produced by a positron of an energy $E_{\nu_e}$ can be estimated to be $N_{\text{phot}} = 270 E_{\nu_e}/\text{MeV}$. Consequently, the effective volumes for positrons as a function of their energies are $V_{\text{eff}, e^{+}} = 19.5 E_{\nu_e}^{m_{\text{e}}} \text{ m}^3/\text{MeV}$ and $V_{\text{IceCube}} = 34.2 E_{\nu_e}^{m_{\text{e}}} \text{ m}^3/\text{MeV}$. Uncertainties in the effective volumes derive directly from the uncertainties of the ice models ($\sim 5\%$) and in the OM sensitivities ($\sim 10\%$).

In this paper we assume a supernova neutrino production according to the Lawrence-Livermore model [8] as it is the only one that provides spectra for up to 15 s. It gives a mean electron anti-neutrino energy of 15 MeV corresponding to an average positron energy of $(13.4 \pm 0.5)$ MeV.

V. ANALYSIS PROCEDURE

A simple investigation of the rate sums would be very susceptible to fluctuations due to variations in the detector response or external influences such as the seasonal variation of muon rates. Medium and long term fluctuations are tracked by estimating the average count rate by a sliding time window. The rate deviation for a collective homogeneous neutrino induced ice illumination is calculated by a likelihood technique. In time bins of 0.5 s and longer, the pulse distributions can be approximated by Gaussian distributions. For a collective rate increase $\Delta \mu$, the expectation value of the average mean rate $\mu_i$ of a light sensor $i$ with relative sensitivity $\epsilon_i$ increases to $\mu_i + \epsilon_i \Delta \mu$. The mean value $\mu_i$ and its standard deviation $\sigma_i$ are averaged over a sliding window of 10 min, excluding 15 s before and after the 0.5 s time frame $r_i$ studied. By taking the product of the corresponding Gaussian distributions the following likelihood for a rate deviation $\Delta \mu$ is obtained:

$$L = \prod_{i=1}^{N_{\text{OM}}} \frac{1}{\sqrt{2\pi \sigma_i}} \exp\left(-\frac{(r_i - (\mu_i + \epsilon_i \Delta \mu))^2}{2\sigma_i^2}\right).$$

Minimization of $-\ln L$ leads to:

$$\Delta \mu = \left(\sum_{i=1}^{N_{\text{OM}}} \frac{\epsilon_i^2}{\sigma_i^2}\right)^{-1} \sum_{i=1}^{N_{\text{OM}}} \frac{\epsilon_i (r_i - \mu_i)}{\sigma_i^2}.$$

The data is analyzed in the three time binnings 0.5 s, 4 s and 10 s for the following reasons: First, the finest time binning accessible to the online analysis is 0.5 s. Second, as argued in [9], the neutrino measurements of SN1987A are roughly compatible with an exponential decay of $\tau = 3$s. The optimal time frame for the detection of a signal with such a signature is $\sim 3.8$ s. Last, 10 s are the approximate time frame where most of the neutrinos from SN1987A fell.

To ensure data quality, the optical modules are subject to careful quality checks and cleaning. Those modules with rates outside of a predefined range, a high dispersion w.r.t. the Poissonian expectation or a large skewness are disqualified in real time.

Since SNEWS requests one alarm per 10 days, the supernova trigger is set to 6.3 $\sigma$.

To ensure that the observed rate deviation is homogeneous and isotropic, the following $\chi^2$ discriminant is examined:

$$\chi^2(\Delta \mu) = \sum_{i=1}^{N_{\text{OM}}} \left(\frac{r_i - (\mu_i + \epsilon_i \Delta \mu)}{\sigma_i}\right)^2.$$

We demand the data to conform to a $\chi^2$-confidence level of 99.9%. However, it was found that the $\chi^2$ cannot clearly distinguish between isotropic rate changes and fluctuations of a significant number of OMs: If e.g. 20% of the OMs record rate increases of about 1 $\sigma$ ($\approx$ 20 pulses/0.5 s), the significance for isotropic illumination can rise above 6 $\sigma$ without being rejected by the $\chi^2$ condition. Still, no method was found that performed better than $\chi^2$.

VI. EXTERNAL PERTURBATIONS

Figure 2 shows the distribution of the significance $\xi = \frac{\Delta \mu}{\sigma_{\Delta \mu}}$ for AMANDA. From the central limit theorem, one would expect a Gaussian distribution with a width of
The filled area shows the significance of the data taken in 2002 with a spread of $\sigma = 1.13$. The solid line denotes the initial background simulation ($\sigma \approx 1$) and the dotted line is a toy monte carlo taking into account the fluctuations due to muon rates ($\sigma \approx 1.11$).

One can then check for external sources of rate changes as tracked by magnetometers, rio- and photometers as well as seismometers at Pole. All have been synchronized with the rate measurements of the OMs. Only magnetic field variations show a slight, albeit insignificant, influence on the rate deviation of $-4 \cdot 10^{-5} \frac{Hz}{s}$ for AMANDA. Due to a $\mu$ metal wire mesh shielding, the influence on IceCube sensors is smaller by a factor $\sim 30$.

It turns out that the main reason for the broadening are fluctuations of the atmospheric muon rates. During 0.5 s, AMANDA detects between $\approx 3.0 \cdot 10^3$ (June) and $\approx 3.4 \cdot 10^3$ (December) sensor hits due to muons. Adding hits from atmospheric muons broadens and distorts the distribution derived from noise rates. A simulation taking into account the muon triggered PMT hits increases the width of the significance distribution to $\approx 1.11$ (see figure 2). Although the investigations are still ongoing for IceCube, we expect the larger $\sigma$ can be ascribed to its lower noise rate leading to a higher resolution and thereby a stronger sensitivity to perturbations.

A Fourier transformation was performed on the data stream. No evidence for periodically recurring events was found, but occasional correlations between subsequent 0.5 s time frames both in the summed noise rate and the rate deviation could be identified. We determined the mean significance before and after a rate increase exceeding a predefined level. One observes a symmetric correlation in the data mainly between $\pm 10$ s. The origin of the effect, which is present both in AMANDA and IceCube data, is under investigation.

VII. Expected Signal and Visibility Range

A preliminary analysis of AMANDA data from 2000 to 2003 yielded a detection range of $R_{4s} = 14.5$ kpc at the optimal binning of $4$ s at an efficiency of 90%, encompassing 81% of the stars of our Galaxy. As signals with exponentially decreasing luminosity (at $\tau = 3$ s) have been used as underlying models, the two other binnings were less efficient with $R_{0.5s} = 10$ kpc (56%) and $R_{10s} = 13$ kpc (75%), respectively.

The rates of the IceCube sensors are stable and uniform across the detector. Scaling the observed rates to the full 80 string detector, a summed rate of $\langle R_{\text{IceCube}} \rangle = (1.3 \cdot 10^6 \pm 1.8 \cdot 10^2)$ Hz is expected. While a single DOM would only see an average rate increase of $13$ Hz or $0.65 \sigma$, the signal in the whole IceCube detector would be $6.1 \cdot 10^4$ Hz or $34 \sigma$ for a supernova at 7.5 kpc distance. Using this simple counting method, IceCube would see a supernova in the Magellanic Cloud with 5 $\sigma$ significance.

Figure 3 shows the expected signal in IceCube for a supernova at 7.5 kpc confirming to the Lawrence-Livermore model with $\approx 10^6$ registered neutrinos in 15 s and a statistical accuracy of 0.1% in the first 2 s. Assuming $2 \cdot 10^4$ events in Super-Kamiokande (scaled from [12]), one arrives at an accuracy of 1% in the same time frame. While IceCube can neither determine the directions nor the energies of the neutrinos, it will provide worlds best statistical accuracy to follow details of

![Fig. 2. Significances of AMANDA in 0.5 s time frames](image-url)

![Fig. 3. Expected signal of a supernova at 7.5 kpc in IceCube. The solid line denotes the signal expectation and the bars a randomization simulation.](image-url)
the neutrino light curve. Its performance in this respect will be in the same order as proposed megaton proton decay and supernova search experiments. As the signal is seen on top of background noise, the measurement accuracy drops rapidly with distance. Figure 4 shows the significance at which IceCube and AMANDA would be able to detect supernovae.

VIII. DELLEPTONIZATION PEAK AND NEUTRINO OSCILLATIONS

As mentioned before, the signal seen by AMANDA and IceCube is mostly dominated by electron anti-neutrinos with a small contribution by electron neutrino scattering, thereby leading to a sensitivity which is strongly dependent on the neutrino flavor and is thus sensitive to neutrino oscillations. As the neutrinos pass varying levels of density within the supernova, the flux of electron and electron anti-neutrinos $\Phi$ released is different from the initial flux $\Phi_0$ produced during the collapse:

$$\Phi_{\nu_e} = p \Phi_{\nu_e}^0 + (1-p) \Phi_{\bar{\nu}_e}^0,$$

$$\Phi_{\bar{\nu}_e} = \bar{p} \Phi_{\nu_e}^0 + (1-\bar{p}) \Phi_{\bar{\nu}_e}^0.$$

The survival probability $p/\bar{p}$ for the $\nu_e/\bar{\nu}_e$'s varies with the mass hierarchy and the mixing angle $\theta_{13}$ [10]:

<table>
<thead>
<tr>
<th>Neutrino oscillation parameters</th>
<th>$p$</th>
<th>$\bar{p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_2^2 &lt; m_3^2$, $\sin^2 \theta_{13} &gt; 10^{-3}$</td>
<td>$\approx 0%$</td>
<td>$69%$</td>
</tr>
<tr>
<td>$m_3^2 &gt; m_2^2$, $\sin^2 \theta_{13} &gt; 10^{-3}$</td>
<td>$31%$</td>
<td>$\approx 0%$</td>
</tr>
<tr>
<td>any hierarchy, $\sin^2 \theta_{13} &lt; 10^{-5}$</td>
<td>$31%$</td>
<td>$69%$</td>
</tr>
</tbody>
</table>

At the onset of the supernova neutrino burst during the prompt shock, a $\sim 10$ ms long burst of electron neutrinos gets emitted when the neutron star forms. As the shape and rate of this burst is roughly independent of the properties of the progenitor stars, it is considered as a standard candle, allowing one to determine neutrino properties without knowing details of the core collapse.

The first 0.7 s of a supernova signal were modeled after [11]. Figure 5 shows the expectation for a supernova at a distance of 7.5 kpc in the 2 ms binning of IceCube. Due to statistics and the rising background from the starting electron anti-neutrino signal, the identification of the neutronization burst is unlikely at this distance. However, with a supernova at 7.5 kpc one should be able to draw conclusions for the mass hierarchy, depending on the reliability of the models.

IX. CONCLUSIONS AND OUTLOOK

With 59 strings and 3540 OMs installed, IceCube has reached 86% of its final sensitivity for supernova detection. It now supersedes AMANDA in the SNEWS network. With the low energy extension DeepCore, IceCube gains 360 additional OMs with a $\sim 30\%$ higher quantum efficiency (rates $\sim 380$ Hz). These modules have not been considered in this paper.
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I. INTRODUCTION

Main aim of the IceCube neutrino observatory [1] is the detection of high energy extraterrestrial neutrinos from cosmic sources, e.g. from active galactic nuclei. The detection of high energy neutrinos would help to resolve the question of the sources and the acceleration mechanisms of high energy cosmic rays.

IceCube is located at the geographic South-Pole. The main instrument of IceCube will consist of 80 cable strings, each with 60 highly sensitive photo-detectors which are installed in the clear ice at depths between 1450 m and 2450 m below the surface. Charged leptons with energy above 100 GeV inside or close to the detector produce enough Cherenkov light to be detected and reconstructed using the timing information of the photoelectrons recorded with large area phototubes. While the primary goal is of highest scientific interest, the instrument can address a multitude of scientific questions, ranging from fundamental physics such as physics on energy-scales beyond the reach of current particle accelerators to multidisciplinary aspects e.g. the optical properties of the deep Antarctic ice which reflect climate changes on Earth.

IceCube is complemented by other major detector components. The surface air-shower detector IceTop is used to study high energy cosmic rays and to calibrate mechanisms of high energy cosmic rays.

II. DEEPCORE DESIGN AND GEOMETRY

The geometry of DeepCore is sketched in figure 1. The detector consists out of 6 additional strings of...
60 phototubes each together with the 7 central IceCube strings. The detector is divided into two components: Ten sensors of each new string are at shallow depths between 1750 m and 1850 m, above a major dust-layer of poorer optical transparency and will be used as a veto-detector for the deeper component. The deep component is formed by 50 sensors on each string and is installed in the clear ice at depths between 2100 m and 2450 m. It will form, together with the neighbouring IceCube sensors, the main physics volume.

The deep ice is on average twice as clear as the average ice above 2000 m [2]. The effective scattering length reaches 50 m and the absorption length 230 m. Compared to AMANDA a substantially larger number of unscattered photons will be recorded allowing for an improved pattern recognition and reconstruction of neutrino events in particular at lower energies.

Another important aspect is a denser spacing of photosensors compared to IceCube: The horizontal inter-string spacing is 72 m (IceCube: 125 m). The vertical spacing of sensors along a string is only 7 m (IceCube: 17 m).

The next major improvement with respect to IceCube and AMANDA is the usage of new phototubes (HAMA-MATSU R708I-MOD) of higher quantum efficiency. This hemispherical 10" photomultiplier is identical to the standard IceCube PMT [3], but employs a modified cathode material of higher quantum efficiency (typically 33% at $\lambda = 390$ nm). Calibrations of the phototubes for DeepCore confirm a sensitivity improvement of 30%-40% with respect to the standard IceCube PMT (figure 2). Also regular IceCube strings will be equipped with these phototubes if within the DeepCore volume.

The net effect of the denser instrumentation is a factor $\sim 6$ gain in sensitivity for photon detection and superior optical clarity of the ice. This is an important prerequisite for a substantially lower detection threshold.

III. DEEPCORE PERFORMANCE

The electronic hardware of the optical sensors is identical to the standard IceCube module [3] and this significantly reduces the efforts for maintenance and operations compared to AMANDA. The DeepCore detector is integrated into a homogeneous data acquisition model of IceCube which will be only supplemented by additional trigger. Initial commissioning data of the first installed DeepCore string verifies that the hardware works reliably and as expected.

The IceCube detector is triggered if typically a multiplicity of 8 sensors within $\sim 5 \mu$s observe a signal coincident with a hit in a neighbouring or next to neighbouring sensor. For each trigger, the signals of the full detector are transferred to the surface.

For the sensors within the considered volume the data taking is supplemented with a reduced multiplicity requirement of typically 3–4. As shown in figure 7, such a trigger is sufficient to trigger atmospheric neutrino events down to a threshold of 1 GeV, sufficiently below the anticipated physics threshold.

The chosen location of DeepCore allows to utilize the outer IceCube detector as an active veto shield against the background of down-going atmospheric muons. These are detected at a $\sim 10^3$ higher rate than neutrino induced muons. The veto provides external information to suppress this background and standard up-going neutrino searches will strongly benefit from a larger signal efficiency and a lower detection threshold as the demands on the maturity of recorded signals decrease.

Even more intriguing is the opportunity to identify down-going $\nu$ induced $\mu$, which may, unlike cosmic ray induced atmospheric $\mu$, start inside the DeepCore detector. Simulations [4] show that three rings of surrounding IceCube strings and the instrumentation in the upper part of IceCube are sufficient to achieve a rejection of atmospheric muons by a factor $> 10^6$ maintaining a large fraction of the triggered neutrino signals. A further interesting aspect is the proposal in [6] to veto also atmospheric $\nu$ by the detection of a correlated atmospheric $\mu$. This could provide the opportunity to reject a substantial part of this usually irreducible background for extraterrestrial neutrino searches.

Triggered events which start inside the detector will be selected online and transmitted north by satellite. Already simple algorithms allow to suppress the background rate by a factor $> 10^3$ and meet the bandwidth requirements while keeping 90% of the signal [4]. A typical strategy requires that the earliest hits are located inside DeepCore and allows for later hits in the veto-region only if the time is causal consistent with the hypothesis of a starting track. A filter which selects starting tracks in IceCube is active since 2008 and allowed to verify the performance of such filters with experimental data and to benchmark the subsequent physics analysis.

The filtered events are analyzed offline with more sophisticated reconstruction algorithms. Here, the focus is to improve the purity of the sample and to reconstruct direction, energy and the position of the interaction vertex. A particularly efficient likelihood algorithm (finiteReco [4]) capable of selecting starting muons evaluates the hit probabilities of photomultipliers with and without a signal in dependence of the distance to the track. It estimates the most probable position of
Fig. 3. The reconstructed length of $\mu$ contained tracks in DeepCore, based on the reconstructed start- and stop- vertex with the finiteReco algorithm. The data are $\nu$ induced $\mu$-tracks from the upper hemisphere, which are reconstructed to start within DeepCore.

Fig. 4. Effective neutrino detection area of IceCube (trigger level) versus the energy for up-going neutrinos. The squares are IceCube only. The circles represent the area if DeepCore is included.

the start-vertex and provides the probability that a track may have reached this point undetected by the veto.

The reconstruction algorithms are still under development but initial results are promising. As an example, figure 3 shows the reconstructed length of $\mu$ tracks as function of the $\nu$ energy. Already the currently achieved resolution of $\sim 50 \text{ m}$ results in a visible correlation with the neutrino energy in particular for energies $\leq 100 \text{ GeV}$. Note, that the resolution is substantially better for vertical tracks.

The effective detection area of IceCube for neutrinos for triggered events is shown in figure 4. Despite DeepCore being much smaller than IceCube, a substantial gain of up to an order of magnitude is achieved by the additional events detected in DeepCore. Higher level event selections for specific physics analysis benefit strongly from the higher information content of events and the gain of DeepCore further improves.

IV. PHYSICS POTENTIAL

A. Galactic point sources of neutrinos

The analysis of IceCube data greatly benefits from the location at the geographic South Pole because the celestial sphere fully rotates during one sidereal day. Azimuthal detector effects are largely washed out because each portion of the sky is observed with the same exposure and same inclination. However, the aperture of the conventional up-going muon analysis is restricted to only the Northern hemisphere and leaves out a large fraction of the galactic plane and a number of interesting objects such as the galactic center (see figure 5). Extending the field of view of IceCube at low energies ($\leq 1 \text{ TeV}$) to a full sky observation will greatly enlarge the number of interesting galactic sources in reach of IceCube.$^1$

The energy spectrum of gamma rays from supernova remnants show indications of a potential cut-off at a few TeV [7]. Under the assumption of a hadronic production mechanism for these gamma rays the corresponding neutrino fluxes would show a similar cut-off at typically half of that cut-off value. The high sensitivity of DeepCore for neutrinos of TeV energies and below will complement the sensitivity of IceCube which is optimized for energies of typically 10 TeV and above.

B. Indirect detection of dark matter

The observation of an excess of high energy neutrinos from the direction of the Sun can be interpreted by means of annihilations of WIMP-dark matter in its center. The energy of such neutrinos is a fraction of the mass of the WIMP particles (expected on the TeV-scale) and it depends on the decay chains of the annihilation products. The large effective area of DeepCore and the possibility of a highly efficient signal selection greatly improves the sensitivity of IceCube. In particular it is possible to probe regions of the parameter space with soft decay chains and WIMP masses below $\sim 200 \text{ GeV}$ and which are not disfavored by direct search experiments.

An example of the sensitivity for the hard annihilation channel of supersymmetric neutralino dark matter is

$^1$Note, that at high energies $> 1 \text{ PeV}$ the background of atmospheric muons rapidly decreases and also here neutrinos from the Southern hemisphere can be detected by IceCube [8]. However, galactic sources are usually not expected to produce significant fluxes of neutrinos at energies around the cosmic ray knee and above.
The energy threshold of about 25 GeV for vertically up-going atmospheric neutrinos [5]. Atmospheric neutrinos at TeV energies.

Calculations increase. A measurement of this transition atmospheric neutrinos and the systematic error of flux over decays of charged pions [10] for the production of AMANDA only start at 10 GeV and measurements done by AMANDA only start at 1 TeV. In the range between 30 – 50 GeV decays of charged kaons become dominant over decays of charged pions [10] for the production of atmospheric neutrinos and the systematic error of flux calculations increases. A measurement of this transition could help to reduce systematic errors of the flux of atmospheric neutrinos at TeV energies.

The first maximum of disappearance of atmospheric $\nu_\mu$ due to oscillations appears at an energy of about 25 GeV for vertically up-going atmospheric neutrinos [5]. The energy threshold of about 10 GeV would allow to measure atmospheric neutrino oscillations by means of a direct observation of the oscillation pattern in this energy range. In addition, DeepCore would aim to observe the appearance of $\nu_\tau$ by the detection of small cascade-like events in the DeepCore volume at a rate which is anti-correlated with the disappearance of $\nu_\mu$.

Similar to $\nu_\tau$, the signature of $\nu_\mu$ events are cascade-events with a large local light deposition without the signature of a track. The dominant background to these events are charged current $\nu_\mu$ interactions with a small momentum transfer to the $\mu$. Analyses like these will have to be performed considering all three flavors and their mixing. Note, that only for a further reduction of the energy threshold smaller than 10 GeV matter effects in the Earth’s core would become visible [5].

**D. Other physics aspects**

Two remaining items are only briefly mentioned here. Slowly moving magnetic monopoles, when catalizing proton decays, produce subsequent energy depositions of $\sim 1$ GeV along their path with time-scales of $\mu$s to ms. Initial studies are under-way to develop a dedicated trigger for this signature using delayed coincidences.

DeepCore extends the possibility to search for neutrino emission in coincidence with gamma ray bursts (GRB) to lower energies. According to [11] GRB may emit a burst of neutrinos. However, predicted energies are only a few GeV and the event numbers are small ($\sim 10$ yr$^{-1}$ km$^{-2}$). Additional studies are required to evaluate the sensitivity for such signals.

**V. SUMMARY AND OUTLOOK**

This paper summarizes the enhancement of the physics profile of IceCube by the DeepCore detector. The geometry of DeepCore has been optimized and construction has started. Detailed MC studies and experimental analyses are currently under way to optimize and finalize the analysis procedures. First data from the full detector will be available in spring 2010, the veto will be fully completed latest 2011.
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Abstract. The recent deployment of the first string of DeepCore, a low-energy extension of the IceCube neutrino observatory, offers new opportunities for fundamental neutrino physics using atmospheric neutrinos. The energy reach of DeepCore, down to $\sim 10$ GeV, will allow measurements of atmospheric muon neutrino disappearance at a higher energy regime than any past or current experiment. In addition to a disappearance measurement, a flavor-independent statistical analysis of cascade-like events opens the door for the measurement of tau neutrino appearance via a measurable excess of cascade-like events. In the event of a relatively large value of $\sin^2 2\theta_{13}$, a multi-year measurement of the suppression of muon neutrino disappearance due to earth matter effects may show a measurable dependence on the sign of the mass hierarchy (normal vs. inverted).
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I. ICECUBE DEEP CORE

The IceCube neutrino telescope is a multipurpose discovery detector under construction at the South Pole, which is currently about three quarters completed. After completion in 2011, IceCube will have instrumented a volume of approximately one cubic kilometer utilizing 86 strings, each instrumented with 60 Digital Optical Modules (DOMs) at a depth between 1450 m and 2450 m. Eighty of these strings (the baseline design) will be arranged in a hexagonal pattern with an inter-string spacing of about 125 m and with 17 m vertical separation between DOMs. This baseline design is complemented by six more strings, that form a more densely instrumented sub-array, located at the center of IceCube. These strings will be spaced in between the regular strings, so that an interstring-spacing of 72 m is achieved. Together with the seven adjacent standard IceCube strings these six strings form the DeepCore array in the center of IceCube (shown in Figure 1). DeepCore strings have a different distribution of the 60 DOMs on them. Fifty out of the 60 DOMs on a DeepCore string will be installed in the deep clear ice below an ice-layer of short absorption length (1970 - 2100 m) also labeled "dust-layer". The top 10 DOMs of the DeepCore strings will be deployed above this dust layer. Those DOMs add to the effective veto capability of the surrounding IceCube strings against down-going muons.

The DeepCore extension will significantly improve IceCube’s low energy performance and allow neutrino detection to approximately 10 GeV (see Figure 2). This is accomplished by having DeepCore strings with a dense vertical spacing of 7 m between DOMs, which are deployed in the deepest ice where the scattering length is approximately twice that compared to the upper part of the IceCube detector. Coupled with the spacing and ice clarity the DOMs themselves are instrumented with high quantum efficiency photomultiplier tubes (HQE PMTs), that have a 40% efficiency increase, wavelength dependent, compared to regular IceCube PMTs. The aforementioned properties make the DeepCore an ideal detector for low energy-low rate neutrino physics.
II. DEEP CORE NEUTRONO OSCILLATION PHYSICS

The lower energy reach achieved with the DeepCore opens the possibility to investigate atmospheric neutrino oscillations in the primarily unexplored energy regime of a tens of GeV. In Figure 3 we show the expected $\nu_\mu$ survival probability and $\nu_\mu \rightarrow \nu_\tau$ oscillation curves for which the DeepCore will have sensitivity and react directly to the potential measurements discussed in the following subsections. In addition to the improved energy reach, part of what make such measurements possible is the innate background rejection built into the DeepCore design: increased overburden reduces the number of atmospheric muons and the surrounding IceCube strings provide an in situ veto. Simple veto methods have achieved background reductions of four orders of magnitude with excellent signal retention and have potential for greater than 6 orders of magnitude rejection utilizing reconstruction veto methods [2].

A. Muon-Neutrino Disappearance

Previous measurements of neutrino oscillations at the atmospheric-scale have been significantly decreased in both energy reach and active volume size of the detectors compared to DeepCore. With an approximate 13 MT fiducial volume, DeepCore has the capacity to make a precision measurement of atmospheric neutrino oscillations above 10 GeV [4]. The $\nu_\mu$ survival probability curve shown in Figure 3 illustrates an expectation for a significant deficit in neutrino flux, shown in Figure 4 at a previously unexplored energy region. An issue associated with such an analysis is the angular resolution of neutrino induced muon tracks at these energies is fundamentally limited by the kinematics of the neutrino-nucleon interaction. Low energy $\nu_\mu$ interactions have a much bigger opening angle between the incoming neutrino and outgoing muon than high energy interactions, which leads the muon to have a higher probability of being noncollinear with the incoming neutrino. The intrinsic uncertainty on the opening angle reduces any experiments ability to identify perfectly upward going neutrinos, where the uncertainty can be approximated, in the full data sample, by $\Delta \phi \simeq 30^\circ \times \sqrt{\text{GeV}/E_{\nu_\mu}}$. However, oscillations can be observed with very high significance with an inclusive measurement over the zenith angle range $-1.0 < \cos \phi < -0.6$, and incorporation of angular dependence will only improve the result. Fig. 4 shows a simulation of this muon disappearance effect, which would be an approximate 20 sigma effect with just one year of IceCube DeepCore data. The current study only discusses the effect on the signal, taking statistical uncertainties into account. Systematic uncertainties remain to be studied, as well as the background prediction to this measurement.

B. Tau-Neutrino Appearance

Returning to Figure 3 and looking at the $\nu_\mu \rightarrow \nu_\tau$ oscillation curve, we expect a fraction of the incoming atmospheric neutrino flux to have a $\nu_\tau$ component. Given the higher parent $\nu_\mu$ flux and different decay kinematics of tau events relative to that of $\nu_e$ charge-current (CC) and $\nu_\mu$ neutral current (NC) ($\nu_e$, $\mu$, $\tau$) events, we should be able to detect $\nu_\tau$ both via the excess of cascade (hadronic and electromagnetic shower) events and possibly through the resulting spectral energy distortion. This measurement would not only represent the largest sample of tau neutrinos ever collected (albeit inclusively), it may also be competitive with OPERA [5] in making an appearance measurement of tau neutrinos due to oscillations.

Future components of this analysis comprise developing a dedicated energy reconstruction for low energy cascade events as well as examining the background caused by short muon tracks that mimic cascades as well as the impact of misidentification of up versus down going neutrinos. Good energy resolution will increase sensitivity to $\nu_\tau$ appearance over regions where neutrino oscillations are maximal.
Fig. 4: Simulated $\nu_\mu$ disappearance with 1 year of DeepCore data. The lower curve (open circles) show the number of upward-going muons observed over the zenith angle $\cos \phi < -0.6$ with oscillations, while the upper curve (squares) is the corollary without oscillations. No statistical errors or background have been included. The effect is approximately 20 sigma based purely on systematic errors or background have been included.

C. Matter Effects and Neutrino Mass Hierarchy

Depending on detection efficiency and purity, a sufficiently large value of $\sin^2 2\theta_{13}$ [6], and control of systematics the DeepCore detector may be used in an ambitious multi-year effort to determine the sign of the neutrino mass hierarchy. This may be accomplished by measuring a small enhancement/suppression from the MSW effect [11] of the expected number of $\nu_\mu$ events. The $\nu_\mu$ oscillation probability, shown in Figure [3], indicates that the neutrino rate over the 8-25 GeV energy region is enhanced for the normal hierarchy (NH), and enhanced for anti-neutrinos for the inverted mass hierarchy (IH). A complication of this measurement is that DeepCore cannot distinguish between neutrino and anti-neutrinos, however at the relevant energy range of 10 GeV $< E_\nu < 30$ GeV the interaction cross-section between neutrinos and anti-neutrinos differs by a factor of two: $\sigma(\nu_\mu) \simeq 2\sigma(\bar{\nu}_\mu)$. The difference in interaction cross-section translates into a difference in the number of observed muon neutrino candidate events. Based on statistical discrimination only, it may be possible to distinguish normal from inverted hierarchies. In Fig. [3] we show the expected results from 5 years of DeepCore data, with a statistical separation between the normal and inverted hierarchies of approximately 10 sigma. The described effect is pending on a sufficiently large value of $\theta_{13}$ (that is expected to be measured by the time of the data for this measurement has been obtained). Further the signal systematic uncertainties need to be sufficiently small and remaining background need to be effectively removed.

III. CONCLUSIONS

We have completed a full Monte Carlo study of the IceCube DeepCore detector that shows the potential for measurements of fundamental neutrino properties. We have discussed the expected effects on the signal for $\nu_\mu$ disappearance at energies higher than previously measured, a measurement of $\nu_\tau$ appearance as well as resolution of the neutrino mass hierarchy.
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Fig. 5: Oscillation probabilities for $\nu_\mu \rightarrow \nu_\mu$ transitions for upward going neutrinos [6]. For a value of $\sin^2 2\theta_{13} = 0.1$, the difference in the survival probability between the normal hierarchy (solid black line) and inverted hierarchy (dashed red line) is $\approx 7\%$, and increases for higher values of $\sin^2 2\theta_{13}$. Recent measurements [7] as well as global fits [8], [9] prefer that $\sin^2 2\theta_{13}$ is non-zero, while the value of 0.10 reflects the 90% Confidence Limit set by CHOOZ [10].

Fig. 6: Predicted rate with 5 years of data for normal (squares) and inverted (open circles) hierarchy, for $\nu_\mu$ induced muon tracks within 45 degrees of vertical that start within the DeepCore fiducial volume. We find that in the first two bins the rate for the inverted hierarchy is above that for the normal hierarchy and that in the remaining bins the rates overlap. Systematic errors are not yet estimated. Statistical errors are too small to be visible. Note that $\sin^2 2\theta_{13} = 0.1$ in the presented case.
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Abstract. The IceCube DeepCore [1] has been designed to lower the energy threshold and broaden the physics capabilities of the IceCube Neutrino Observatory. A crucial part of the new opportunities provided by DeepCore is offered by the possibility to reject the background of atmospheric muons. This can be done by using the large instrumented volume of the standard IceCube configuration around DeepCore as an active veto region. By thus restricting the expected signal to those neutrino events with an interaction vertex inside the central DeepCore region, it is possible to look for neutrinos from all directions, including the Southern Hemisphere that was previously not accessible to IceCube. A reduction of the atmospheric muon background below the expected rate of neutrinos is provided by first vetoing events in DeepCore with causally related hits in the veto region. In a second step the potential starting vertex of a muon track is reconstructed and its credibility is estimated using a likelihood method. Events with vertex positions outside of DeepCore or with low starting probabilities are rejected. We present here these newly developed veto and vertex reconstruction techniques and present in detail their capabilities in background rejection and signal efficiency that have been obtained so far from full Monte Carlo studies.
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I. INTRODUCTION

The IceCube Neutrino Observatory [2] is currently being built at the geographic South Pole in Antarctica. After completion it will consist of ∼4800 digital optical modules (DOMs) on 80 strings instrumenting one cubic kilometer of ice at a depth between 1450 m and 2450 m. Each DOM consists primarily of a photomultiplier tube and read-out electronics in a glass pressure vessel. IceCube is designed to detect highly energetic neutrino-induced muons as well as hadronic or electro-magnetic showers (cascades) that produce Cherenkov radiation in the medium. Significant backgrounds to the signal, caused by muons from atmospheric air showers above the detector, limit the field of view to the Northern hemisphere for many studies that use neutrino events in IceCube. In addition to its nominal layout, the DeepCore extension to the observatory will lower the IceCube energy threshold from ∼100 GeV down to neutrino energies as low as 10 GeV. This improvement in the detector energy response is achieved by including 6 extra strings, deployed in a denser spacing, around a standard central IceCube string. Each of these strings will be equipped with 60 DOMs, containing Hamamatsu high quantum efficiency photo multiplier tubes (HQE PMTs). 50 of these DOMs will be placed in a dense spacing of ∼7 m in the lowest part of the detector where the ice is clearest and scattering and absorption lengths are considerably longer [3]. The remaining 10 modules are to be placed in a 10 m spacing at a depth from 1760 m to 1850 m. This position has been chosen in order to improve IceCube’s capabilities to actively identify and reduce the atmospheric muon background to the central DeepCore volume, as described below. The HQE PMTs have a quantum efficiency that is up to 40% higher, depending on wavelength, compared to the standard IceCube PMTs, while their noise rate of ∼380 Hz is
on average increased by about 32%. Together with the 7 neighboring IceCube strings DeepCore will consist of 13 strings and be equipped with 440 optical modules instrumenting a volume of \(\sim 13\) megatons water-equivalent.

DeepCore will improve the IceCube sensitivity for many different astrophysics signals like the search for solar WIMP dark matter and for neutrinos from Gamma-Ray Bursts [4]. It also opens the possibility to investigate atmospheric neutrino oscillations in the energy range of a few tens of GeV [5]. An additional intriguing opportunity offered by DeepCore is the possibility to identify neutrino signals from the southern hemisphere. Such a measurement requires a reduction of the atmospheric muon background by more than a factor \(10^6\) in order to obtain a signal of atmospheric neutrinos to background rate better than one. A first step toward achieving this reduction is implicit in the design of DeepCore. Background events which trigger DeepCore with a minimum number of hits in the DeepCore fiducial volume must pass through a larger overburden resulting in a order of magnitude decrease to the atmospheric muon rate, with respect to the whole IceCube detector. Two additional steps are then performed to attain the remaining \(10^5\) rejection factor. The first is a veto of DeepCore events with causally related hits in the surrounding IceCube volume, reducing the background rate by \(10^2\) to \(10^3\). Then we apply a vertex reconstruction algorithm based on a maximum-likelihood method that determines the approximate neutrino interaction vertex. By rejecting events with a reconstructed vertex outside the central DeepCore volume a full \(10^6\) background reduction may be achieved.

II. TRIGGERING DEEP CORE

The first reduction of the atmospheric muon background rate, with respect to IceCube, is achieved by applying a simple majority trigger (SMT) to the DeepCore region, based on number of channels registering a hit in coincidence with a neighbor DOM. The trigger hit coincidence requirement, also known as hard local coincidence (HLC), is such that each channel is accompanied by at least one more hit on one of the four closest neighboring modules within a time window of \(\pm 1000\) ns. The rate of atmospheric muons triggering DeepCore is largely dependent on the multiplicity that is required. In this study we applied a trigger requirement of 6 HLC hits (SMT6), which translates to an average neutrino energy of approximately 10 GeV.

Table I shows the approximate detector rates for the DeepCore volume. The efficiencies given in Table I relate to events that fulfill this requirement and have a DeepCore SMT6 trigger. The background rejection factors refer to the expected main IceCube trigger rate, as well as the DeepCore SMT6 trigger itself. Applying the SMT6 trigger gives a background rate which exceeds by a factor \(10^6\) this sets the challenge for the performance of the veto algorithms to be applied.

III. THE VETO ALGORITHM

DeepCore is surrounded by more than 4500 DOMs that can be used as an active veto volume to reject atmospheric muons. If hits in the surrounding standard IceCube array are consistent with a particle moving downwards with \(v=c\) the event is rejected. Therefore all hits in the detector are used here, including hits on DOMs without HLC (a mode called soft local coincidence, or SLC). To reduce the amount of dark noise hits, we reject any hits that are isolated from others by more than 150 m in distance or by more than 1000 ns in hit time. To determine whether or not to reject an event we initially compute the average hit PMT position and an approximate start time (vertex...
TABLE I
BACKGROUND AND SIGNAL RATES AFTER DEEPCORE TRIGGER AND CAUSAL HIT VETO

<table>
<thead>
<tr>
<th></th>
<th>atm. ( \mu ) (CORSIKA)</th>
<th>atm. ( \nu_\mu ) (Bartol)</th>
<th>eff. atm. ( \nu_\mu ) upwards</th>
<th>atm. ( \nu_\mu ) downwards</th>
</tr>
</thead>
<tbody>
<tr>
<td>main IceCube triggers</td>
<td>2279 Hz</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DeepCore event selection</td>
<td>102 Hz</td>
<td>4.5 ( \times ) 10^{-2}</td>
<td>1.799 ( \times ) 10^{-3} Hz</td>
<td>100%</td>
</tr>
<tr>
<td>after Veto</td>
<td>1.2 Hz</td>
<td>5.4 ( \times ) 10^{-4}</td>
<td>1.719 ( \times ) 10^{-3} Hz</td>
<td>95.5%</td>
</tr>
</tbody>
</table>

Fig. 3. Particle speed probabilities per event for atmospheric muons (dotted line) and muons induced by atmospheric neutrinos inside DeepCore (solid line).

Each hit in the veto region gets assigned a particle speed, defined as the spatial hit distance to the DeepCore COG divided by the time difference to the DeepCore vertex time. This speed is defined to be positive if the hit occurred before the vertex time and negative if it appeared after. Causally related hits in the veto region are generally expected to have a speed close to the speed of the muon, which is very close to the speed of light in vacuum (0.3 m/ns). Smaller speeds occur for hits that have been scattered and thus arrive late. Larger speeds are in principle acausal, but since the vertex time represents the start of a DeepCore event, whereas the COG defines its center, the particle speeds for early hits are slightly overestimated. Late hits on the other hand have typically lower speeds. Fig. 3 shows the probability of the occurrence of a particular particle speed per event. The dotted curve describes the simulated muon background from air-showers (CORSIKA) and the solid curve the atmospheric neutrino signal [7] with an interaction vertex inside DeepCore. The peak for the CORSIKA muons is slightly above +0.3 m/ns while muons induced by neutrinos in DeepCore mainly give hits with negative particle speeds. The peak at positive speeds close to zero is mainly due to early scattered light. By cutting out all events with more than one hit within a particle speed window between 0.25 and 0.4 m/ns we achieve an overall background rejection on the order of \( 5 \times 10^{-4} \) (see Table I).

IV. THE VERTEX RECONSTRUCTION

To achieve the remaining background rejection, a second algorithm is used. It analyzes the pattern of hits in an event in conjunction with an input direction and position of a reconstructed track. From the track the algorithm estimates the neutrino interaction vertex and calculates a likelihood ratio which is used as a measurement for the degree of belief that the track is starting at the estimated position.

As shown in Fig. 4, we trace back from each hit DOM to the reconstructed track using the Cherenkov angle of 41° in ice. This projection is calculated for all DOMs within a cylindrical volume of radius 200 m around the track and the DOMs are ordered according to this position. (Note that 200 m is large enough to contain virtually all photons produced by the track.) The projection of the first hit DOM in the up-stream direction defines the neutrino interaction (reconstructed) vertex. A reconstructed vertex inside IceCube indicates a potential starting (neutrino-induced) track. Due to the large distance between neighboring strings, atmospheric muons may leak through the veto, producing their first hit deep inside the detector and thus mimicking the
signature of a starting track. Therefore it is necessary to quantify for each event the probability of actually starting at the reconstructed vertex. To determine this starting likelihood, one first selects all DOMs without a hit and with a projection on the assumed track upstream of the first hit DOM. The probability that each of these DOMs did not receive a hit is calculated assuming two track hypotheses: a track starting at the reconstructed vertex and a track starting outside the detector volume. Under the assumption of an external track \( p(\text{noHit} | \text{Track}) \) is calculated. Here, for each DOM the probability of not being hit (in spite of the passing track) depends on track parameters (energy of the light emitting particle, position and direction of the track) and ice properties. The probability is calculated from the expected number of photoelectrons, taken from Photorec tables of the Photonics project [8], assuming Poisson statistics:

\[
p_\lambda(\text{noHit}) = p_\lambda(0) = \frac{\lambda^0}{0!} e^{-\lambda} = e^{-\lambda}.
\]

\( \lambda \) is the expected number of photoelectrons. Under the assumption of a starting track \( p(\text{noHit} | \text{noTrack}) \) is calculated, which is equal to the probability of a noise hit and can therefore be calculated from measured noise rates.

The likelihood for the observed pattern of hit DOMs may now be constructed as the product of the individual hit probabilities. A track is classified as starting in the detector according to the probability given by the ratio of the likelihoods. For a clearly starting track this ratio is a negative number, and the larger the value the higher the starting probability for the track. To select tracks starting inside the detector, cuts are applied on the position of the reconstructed vertex and on the likelihood ratio. The distributions of the cut parameters are shown in Fig. 5.

Preliminary studies are up to now utilizing the true simulated track, since dedicated low energy track reconstructions are still under development. Even though idealized, these studies strongly indicate that an overall background rejection of \( > 10^6 \) can be achieved without having to extend the vertex cuts into the densely instrumented DeepCore fiducial region and with keeping the majority of the signal events.

V. SUMMARY AND OUTLOOK

We have presented the methods developed thus far to reduce the rate of background muon events within the IceCube DeepCore detector. Utilizing the instrumented standard IceCube volume around DeepCore as an active veto to identify and reject atmospheric muon events improves the possibility of detecting neutrino induced muons and cascades independent of direction. The rate of atmospheric muons is mainly reduced in a two step process. First, a veto algorithm is applied against DeepCore events with causally related hits in the surrounding IceCube region. Second, applied to the veto surviving events, a cut has been defined, using a likelihood ratio, to determine the probability that the event had a starting vertex within the fiducial region of the detector. Monte Carlo studies indicate that both methods together will be suitable to reduce the background muon rate by more than the factor of \( 10^6 \) needed to obtain a signal (atmospheric neutrinos) to background ratio of \( > 1 \). IceCube and DeepCore are currently under construction and will be finished in 2011. The fully deployed DeepCore detector will provide an effective volume of several megatons of water equivalent for neutrino events with an energy above 10 GeV and a starting vertex in DeepCore. The exact volume will depend on the required signal-to-noise ratio and the individual analysis strategies.
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Acoustic detection of high energy neutrinos in ice: Status and results from the South Pole Acoustic Test Setup

Freija Descamps\textsuperscript{*} for the IceCube Collaboration\textsuperscript{†}

\textsuperscript{*}Department of Subatomic and Radiation Physics, University of Ghent, 9000 Ghent, Belgium, \textsuperscript{†}See the special section of these proceedings.

Abstract. The feasibility and specific design of an acoustic neutrino detection array at the South Pole depend on the acoustic properties of the ice. The South Pole Acoustic Test Setup (SPATS) has been built to evaluate the acoustic characteristics of the ice in the 1 to 100 kHz frequency range. The most recent results of SPATS are presented.
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I. INTRODUCTION

The predicted ultra-high energy (UHE) neutrino fluxes from both hadronic processes in cosmic sources and interaction of high energy cosmic rays with the cosmic microwave background radiation are very low. Therefore extremely large detector volumes, on the order of 100 km$^3$ or more, are needed to detect a significant amount of these neutrinos. The idea of a large hybrid optical-radio-acoustic neutrino detector has been described and simulated in [1], [2]. The density of detectors in such a possible future UHE neutrino telescope is dictated by the signal to noise behaviour with travelled distance of the produced signals. The ice has optical attenuation lengths on the order of 100 m, enabling the construction and operation of the IceCube [3] detector. The relatively short optical attenuation length makes building a detector much larger than IceCube prohibitively expensive. In contrast, the attenuation lengths of both radio and acoustic waves are expected to be larger [4], [5] and may make construction of a larger detector feasible. The South Pole Acoustic Test Setup (SPATS) has been built and deployed to evaluate the acoustic attenuation length, background noise level, transient rates and sound speed in the South Pole ice-cap in the 1 to 100 kHz region so that the feasibility and specific design of an acoustic neutrino detection array could be assessed. Acoustic waves are bent toward regions of lower propagation speed and the sound speed vertical profile dictates the refraction index and the resulting radius of curvature. An ultra-high energy neutrino interaction produces an acoustic emission disk that will be deformed more for larger sound speed gradients and so the direction reconstruction will be more difficult. A good event vertex reconstruction allows accurate rejection of transient background. The absolute level and spectral shape of the continuous background noise determine the threshold at which neutrino induced signals can be extracted from the background and thus set the lower energy threshold for a given detector configuration.Transient acoustic noise sources can be misidentified as possible neutrino candidates, therefore a study of transient sources and signal properties needs to be performed. The acoustic signal undergoes a geometric 1/r attenuation and on top of that scattering and absorption. The overall acoustic attenuation influences detector design and hence cost.

II. INSTRUMENTATION

A. The SPATS array

The South Pole Acoustic Test Setup consists of four vertical strings that were deployed in the upper 500 meters of selected IceCube holes [3] to form a trapezoidal array, with inter-string distances from 125 to 543 m. Each string has 7 acoustic stages. Figure 1 shows a schematic of the SPATS array and its in-ice and on-ice components. It also shows a schematic drawing of an acoustic stage comprised of a transmitter and sensor module. The transmitter module consists of a steel pressure vessel that houses a high-voltage pulse generator board and a temperature or pressure sensor. Triggered HV pulses are sent to the transmitter, a ring-shaped piezo-ceramic element that is cast in epoxy for electrical insulation and positioned ∼13 cm below the steel housing. Azimuthally isotropic emission is the motivation for the use of ring shaped piezo-ceramics. The actual emission directivity of such an element was measured in azimuthal and polar directions [6]. The sensor module has three channels, each 120° apart in azimuth, to ensure good angular coverage.

B. The retrievable pinger

A retrievable pinger was deployed in 10 water-filled IceCube holes down to a depth of 500 m: 6 holes were pinged in December 2007-January 2008 and 4 more holes were pinged using an improved pinger design in December 2008-January 2009. The emitter\textsuperscript{1} is a broad band omni-directional transmitter which has a transmission power of 149 dB re (µPa/V) at 1 meter distance. Upon receiving a trigger signal, a short (∼ 50µs) HV pulse is sent to the piezo-ceramic transmitter that is suspended about 2 m below the housing. A broadband acoustic pulse is then emitted. Both the SPATS array and the pinger are GPS synchronized so that the arrival times of the pinger-pulses can be determined. Data was

\textsuperscript{1}ITC-1001 from the International Transducer Company
collected for all SPATS-sensor levels at 80, 100, 140, 190, 250, 320, 400, 430 and 500 m depth and the pinger was pulsed at repetition rates of 1, 8 or 10 Hz. At the SPATS instrumented depths, the pinger lowering was stopped for five minutes so that a signal could be recorded with every SPATS sensor at that pinger position. For the December 2008-January 2009 holes, no stop was made at 80, 100, 140 and 430 m depth.

III. RESULTS

A. Sound speed

The sound speed analysis uses data from December 2007-January 2008 geometries where the pinger and sensor were at the same depth and 125 m apart. The pinger emitter was situated in a column of water where no shear waves can propagate, nevertheless shear waves were generated at the water-ice boundary where mode conversion was expected. Therefore transit times can be extracted from the data for both pressure and shear waves for many instrumented SPATS levels. There is agreement with [7] for the pressure wave measurement in the not fully compacted ice of the upper region (firn). The extracted shear wave speed is about half of the pressure wave speed, as expected [8]. A linear fit was made to the data in the deep and fully compacted ice between 250 and 500 m depth. We find following results for the pressure and shear wave sound speeds (\(v_p\) and \(v_s\)) and their variation with depth (gradient: \(g_p\) and \(g_s\)):

\[
\begin{align*}
  v_p(375m) &= (3878 \pm 12)\text{m/s}, \\
  g_p &= (0.09 \pm 0.13)(\text{m/s})/\text{m}, \\
  v_s(375m) &= (1975.8 \pm 8.0)\text{m/s}, \\
  g_s &= (0.067 \pm 0.806)(\text{m/s})/\text{m}.
\end{align*}
\]

The gradient for both pressure and shear waves is consistent with zero. Both sound speed measurements are performed with a better than 1% precision, taking into account the errors on the horizontal distance, pinger and sensor depths, emission and arrival times. For more details on the SPATS sound speed analysis, see [9].

B. Gaussian noise floor

The noise is monitored in SPATS through a forced 200 kHz read-out of all sensor channels for 0.5 s every hour. The distribution of ADC counts in each of the operational channels is Gaussian and stable during the present observation time of more than 1 year with a typical deviation of the mean noise level of \(\sigma_{\text{RM S}} < 10^{-2}\). The SPATS sensors on strings A, B and C have been calibrated in liquid water at 0°C in the 10 to 80 kHz frequency range prior to deployment [6]. Lab measurements have shown [6], [10] that the sensitivity of the SPATS sensor in air at atmospheric pressure increases by a factor of 1.5 ± 0.2 when cooled down from 0°C to -50°C. We use this value to estimate the sensitivity of the SPATS sensors after they were deployed in the cold Antarctic ice. A
measurement of the sensitivity at room temperature as a function of static pressure was performed in a pressure vessel and the results indicate a change in sensitivity of < 30% in the 1 to 100 bar region [10]. The noise level and fluctuations are high for all 4 strings in the firn region, where the transition from a snow/air mixture to compact bulk ice takes place. This is consistent with the effect of a large sound speed gradient in that layer so that the surface noise is refracted back to the surface. In the fully compacted ice, below the firn, noise conditions are more stable and we can derive an average noise level below 10mPa in the relevant frequency range (10 to 50kHz). For more details on the SPATS noise floor analysis, see [11].

C. Transient events

The SPATS detector has been operated in transient mode for 45 minutes of every hour since August 2008. If the number of ADC counts on any of the twelve monitored channels exceeds a certain level above noise, we record a 5ms window of data around the trigger on that channel. The resulting trigger rate is stable and on the order of a few triggers every minute for each of the twelve monitored channels. Most of these events are Gaussian noise events, where only one sample is outside the trigger boundaries. The transient events are processed off-line and analysed for time-coincidence clustering. Figure 2 shows the spatial distribution of a total of 4235 reconstructed transient events as detected by SPATS between 1 September 2008 and 23 April 2009 (4422 hours integrated lifetime). The data shows clear and steady sources or ‘hot spots’ that can be correlated with the refreezing process of the water in sub-surface caverns. Each IceCube drilling season, a

“Rodriguez well” (RW) is used as a water reservoir. The main source of transients is the 07-08 RW. There is also steady detection of the 05-06/04-05 RW. The 06/07 RW was a steady source until October 2008. The 08-09 RW has not yet been detected. Transient data-taking continued during the IceCube 08-09 drilling season and the refreezing of 12 holes nearest to the SPATS array are audible whereas 7 of the farthest are not. No vertices were reconstructed deeper than 400 m.

D. Attenuation length

We have performed 3 classes of attenuation analyses, all of which use the sensors on the frozen-in SPATS strings but with a different sound source: the retrievable pinger, the frozen-in SPATS transmitters and transient events. Table I gives an overview of the SPATS attenuation length studies with their respective uncertainties.

![Fig. 3. An example of a (ln(amplitude-distance) vs. distance)-fit for a single channel at 400 m depth.](image)

1) **Pinger attenuation length:** The retrievable pinger was recorded simultaneously by all SPATS sensors for each of the 4 IceCube holes in which it was deployed during the December 2008-January 2009 period. The pinger holes were almost perfectly aligned relative to the SPATS array, making the single-channel analysis independent of polar and azimuthal sensitivity variation. The energy of the signal, which dominates in the frequency range from 5 to 35 kHz, was extracted both from the waveforms in the time domain (4 pinger holes) and from the power spectrum (3 pinger holes). Figure 3 shows an example of a single-level fit for the energy in the frequency domain (single channel at 400 m depth). For both analyses, the quoted value in Table I is the mean of all fits with the standard deviation as error. The result for the time domain analysis uses all levels as shown in Fig. 4 and points which have large error bar (λσ < 3) have been excluded (4/47 combinations). There is no evidence for a depth-dependence of the attenuation length.

2) **Inter-string attenuation length:** The complete SPATS inter-string set of April 2009 consists of all possible transmitter-sensor combinations excluding the shallowest transmitters. The transmitters were fired at 25Hz repetition rate and for each combination a total of 500 pulses was recorded simultaneously by the three channels of the sensor module. An averaged waveform
can therefore be obtained and the pressure wave energies extracted. An averaged noise-waveform allows us to subtract the noise contribution. Every transmitter in SPATS can be detected by 3 sensors at the same depth and different distances (strings), this means that only the unknown sensor sensitivities have to be included into the systematic error for a single-level attenuation length fit. We have fitted all data of the transmitters that are detected at three different distances. Each single fit does not constrain the attenuation length very well due to the large sensor-to-sensor variations in sensitivity. By combining all fits, we find a weighted mean and the standard deviation of the weighted mean as value for the attenuation length and its error (Table I). A way to work around the missing calibration of the sensors and transmitters is to build ratios of amplitudes using two transmitter-sensor pairs. For isotropic sensors and transmitters, one such measurement should yield the attenuation length. To minimize the remaining variation of the sensitivity due to the varying polar angle, we limited the amplitude ratios to the levels at 250, 320 and 400 m depth. This ratio-method yields an attenuation length with a large systematic error due to unknown azimuthal and remaining polar sensor orientations, therefore only the best fit is quoted in Table I.

3) Transient attenuation length: If a transient source can be localized, its corresponding signals can be used to estimate the acoustic attenuation length. The strongest transient source (07/08 RW) is included since it is too loud so that some channels are saturated. Moreover, all four of the SPATS strings are at similar distances from 07/08 RW. The transient events from the refreezing of hole 37 offer the advantage of mostly being inside the dynamical range of all sensors. In addition, hole 37 was pinged and all sensors recorded signals simultaneously from the pinger at a depth of 320 m. This pinger data can be used to extract relative sensitivity-correction factors for that precise direction for all sensor channels at 320 m depth on all 4 SPATS strings. The best fit of the sensitivity corrected single level transient data yields an attenuation length of 200 m.

IV. CONCLUSIONS

We have presented the most recent results from the SPATS setup. Both pressure and shear wave speeds have been mapped versus depth in firm and bulk ice. This is the first measurement of the pressure wave speed below 190 m depth in the bulk ice, and the first measurement of shear wave speed in the South Pole ice. The resulting vertical sound speed gradient for both pressure and shear waves is consistent with no refraction between 250 and 500 m depth. Extrapolating sensitivities from laboratory calibrations gives a first estimation of the absolute noise level at depths larger than 200 m and indicates values below 10 mPa integrated over the 10 to 50 kHz frequency range. The in-ice transient rates are low, most of the transient events can be correlated with well-know anthropogenic sources. We have presented an overview of the different SPATS attenuation length studies, the preliminary results show that the analyses favour attenuation lengths in the 200-350 m region. The current dataset does not allow a distinction to be made between absorption- or scatter-dominated attenuation length and dedicated measurements are under consideration.
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Abstract. A promising approach to measure the expected low flux of cosmic neutrinos at the highest energies ($E > 1$ EeV) is acoustic detection. There are different in-situ test installations worldwide in water and ice to measure the acoustic properties of the medium with regard to the feasibility of acoustic neutrino detection. The parameters of interest include attenuation length, sound speed profile, background noise level and transient backgrounds. The South Pole Acoustic Test Setup (SPATS) has been deployed in the upper 500 m of drill holes for the IceCube neutrino observatory at the geographic South Pole. In-situ calibration of sensors under the combined influence of low temperature, high ambient pressure, and ice-sensor acoustic coupling is difficult. We discuss laboratory calibrations in water and ice. Two new laboratory facilities, the Aachen Acoustic Laboratory (AAL) and the Wuppertal Water Tank Test Facility, have been set up. They offer large volumes of bubble free ice (3 m$^3$) and water (11 m$^3$) for the development, testing, and calibration of acoustic sensors. Furthermore, these facilities allow for verification of the thermoacoustic model of sound generation through energy deposition in the ice by a pulsed laser. Results from laboratory measurements to disentangle the effects of the different environmental influences and to test the thermoacoustic model are presented.
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I. INTRODUCTION

The detection and spectroscopy of extra-terrestrial ultra high energy neutrinos would allow us to gain new insights in the fields of astroparticle and particle physics. Apart from the possibility to study particle acceleration in cosmic sources, the measurement of the guaranteed flux of cosmogenic neutrinos [1] opens a new window to study cosmic source evolution and particle physics at unprecedented center of mass energies. However, the fluxes predicted for those neutrinos are very low [2], so detectors with large target masses are required for their detection. One possibility to instrument volumes of ice of the order of 100 km$^3$ with a reasonable number of sensor channels is to detect the acoustic signal emitted from the particle cascade at a neutrino interaction vertex [3].

To study the properties of Antarctic ice relevant for acoustic neutrino detection the South Pole Acoustic Test Setup (SPATS) [4] has been frozen into the upper part of IceCube [5] boreholes. SPATS consists of four vertical strings reaching a depth of 500 m below the surface. The horizontal distances between strings cover the range from 125 m to 543 m. Each string is instrumented with seven acoustic sensors and seven transmitters. The ice parameters to be measured are the sound speed profile, the acoustic attenuation length, the background noise level, and transient noise events in the frequency range from 1 kHz to 100 kHz.

For the design of a large scale acoustic neutrino detector it is crucial to fully understand the in-situ response of the sensors as well as the thermoacoustic sound generation mechanism.

II. SENSOR CALIBRATION

To study the acoustic properties of the Antarctic ice, like the absolute background noise level, and to deduce the arrival direction and energy of a neutrino in a future acoustic neutrino telescope it is essential to measure the sensitivity and directionality of the sensors used, i.e. the output voltage as function of the incident pressure, and its variation with the arrival direction of the incident acoustic wave relative to the sensor. These measurements can be carried out relatively easily in the laboratory in liquid water. The two calibration methods most commonly used are

- the comparison method, where an acoustic signal sent by a transmitter (with negligible angular variation) is simultaneously recorded at equal distance with a pre-calibrated receiver and the sensor to be calibrated. A comparison of the signal amplitudes in the two receivers allows for the derivation of the desired sensitivity from the sensitivity of the pre-calibrated sensor.
- the reciprocity method, which makes use of the electroacoustic reciprocity principle to determine the sensitivity of an acoustic receiver without having to use a pre-calibrated receiver (see e.g. [7]).
All SPATS sensors have been calibrated in 0°C water with the comparison method [8]. However, both calibration methods are not suitable for in-situ calibration of sensors in South Pole ice. There are no pre-calibrated sensors for ice available, and reciprocity calibration requires large setups which are not feasible for deployment in IceCube boreholes. Further, directionality studies require a change of relative positioning between emitter and receiver which is difficult to achieve in a frozen-in setup.

It is not clear how results obtained in the laboratory in liquid water can be transferred to an in-situ situation where the sensors are frozen into Antarctic ice. We are studying the influence of the following three environmental parameters on the sensitivity separately: low temperature, increased ambient pressure, and different acoustic coupling to the sensor. We will assume that sensitivity variations due to these factors obtained separately can be combined to a total sensitivity change for frozen transmitters. This assumption can then be checked further using the two different sensor types deployed with the SPATS setup. Apart from the standard SPATS sensors with steel housing two HADES type sensors [9] have been deployed with the fourth SPATS string. These contain a piezoceramic sensor cast in resin and are believed to have different systematics.

A. Low temperatures

The ice temperature in the upper few hundred meters of South Pole ice is −50°C [10]. It is not feasible to produce laboratory ice at this temperature in a large enough volume to carry out calibration studies. We study the dependence of the sensitivity on temperature in air. A signal sent by an emitter is recorded with a sensor at different temperatures. To prevent changes in the emissivity of the transmitter, the transmitter is kept at constant temperature outside the freezer, and only the sensor is cooled down. The recorded peak-to-peak amplitude is used as a measure of sensitivity. First results indicate a linear increase of sensitivity with decreasing temperature (cf. Fig. 1). The sensitivity of a SPATS sensor is increased by a factor of $1.5 \pm 0.2$ when the temperature is lowered from 0°C to −50°C (averaged over all three sensor channels).

B. Static pressure

Acoustic sensors in deep polar ice are exposed to increased ambient static pressure. During deployment this pressure is exerted by the water column in the borehole (max. 50 bar at 500 m depth). During re-freezing it increases since the hole freezes from the top, developing a confined water volume. The pressure is believed to decrease slowly as strain in the hole ice equilibrates to the bulk ice volume. The final static pressure on the sensor is unknown.

A 40.5 cm inner diameter pressure vessel is available at Uppsala university that allows for studies of sensor sensitivity as function of ambient pressure. Static pressures between 0 and 800 bar can be reached. In this study the pressure is increased up to 100 bar. Acoustic emitters for calibration purposes can be placed inside the vessel or, free of pressure, outside of it. Cable feeds allow one to operate up to two sensors or transmitters inside the vessel. A sensor is placed in the center of the water filled vessel. The transmitter is coupled from the outside to the vessel. The recorded peak-to-peak amplitude is used as a measure of sensitivity while the pressure is increased. The sensor sensitivity is measured by transmitting single cycle gated sine wave signals with different central frequencies from 5 kHz to 100 kHz.

Figure 2 shows the received signal amplitudes for the three sensor channels of a SPATS sensor as a function of ambient pressure. No systematic variation of the sensitivity with ambient pressure is observed. Combin-
ing all available data we conclude that the variation of sensitivity with static pressure is less than 30% for pressures below 100 bar.

C. Sensor-ice acoustic coupling

The acoustic coupling, i.e. the fractions of signal energy transmitted and reflected at the interface of medium and sensor, differs significantly between water and ice. It can be determined using the characteristic acoustic impedance of the medium and sensor, which is the product of density and sound velocity and is equivalent to the index of refraction in optics. Due to the different sound speeds the characteristic acoustic impedance of ice is about 2.5 times higher than in water.

Its influence will be studied in the Aachen Acoustic Laboratory (Sec. III), where it will be possible to carry out reciprocal sensor calibrations in both water and ice, and also to use laser induced thermoacoustic signals as a calibrated sound source.

III. NEW LABORATORY FACILITIES

Two new laboratories have been made available to the IceCube Acoustic Neutrino Detection working group for signal generation studies and sensor development and calibration.

a) Wuppertal Water Tank Test Facility: For rapid prototyping of sensors and calibration studies in water, the Wuppertal Water Tank Test Facility offers a cylindrical water tank with a diameter of 2.5 m and depth of 2.3 m (11 m$^3$). The tank is built up from stacked concrete rings and has a walkable platform on top. It is equipped with a positioning system for sensors and transmitters and a 16-channel PC based DAQ system (National Instruments USB-6251 BNC).

The size of the water volume allows for the clean separation of emitted acoustic signals and their reflections from the walls and surface. This makes it possible to install triangular reciprocity calibration setups with side lengths of up to 1 m. Further, installations to measure the polar and azimuthal sensitivity of sensors are possible.

b) Aachen Acoustic Laboratory: The Aachen Acoustic Laboratory is dedicated to the study of thermoacoustic sound generation in ice. A schematic overview of the setup can be seen in Fig. 3. The main part is a commercial cooling container (6 $\times$ 2.5 $\times$ 2.5 m$^3$), which can reach temperatures down to $-25^\circ$C. An IceTop tank, an open cylindrical plastic tank with a diameter of 190 cm and a height of 100 cm [6], is located inside the container. The IceTop tank has a freeze control unit by means of which the production of bubble-free ice is possible. The freeze control unit mainly consists of a cylindrical semipermeable membrane at the bottom of the container, which is connected to a vacuum reservoir and a pressure regulation system. The membrane allows for degassing of the water. A total volume of $\approx 3$ m$^3$ of bubble-free ice can be produced. A full freezing cycle takes approximately sixty days with the freezing going from top to bottom.

On top of the container, a Nd:YAG Laser is installed in a light-tight box with an interlock connected to the laser control unit. The laser has a pulse repetition rate of up to 20 Hz and a peak energy per pulse of 55 mJ at 1064 nm, 30 mJ at 532 nm, and 7 mJ at 355 nm wavelength. The laser beam is guided into the container and deposited in variable positions on the ice surface by a set of mirrors with coatings for the above mentioned frequencies. The optical feed-through consists of a tilted quartz window to avoid damage of the laser cavity by reflected laser light. For the detection of thermoacoustic signals, 18 sensors are mounted on a sensor positioning system. The positioning system has three levels, on each level 6 sensors are placed in a hexagonal geometry. Along with the sensors, 18 sound emitters are deployed for calibration and test purposes. The sensors will be calibrated reciprocally. The positioning system will also include a reciprocal calibration setup for HADES sensors and the ability to install a SPATS sensor for calibration purposes. In addition, two temperature sensors are deployed at each level. The acoustic sensors are pre-amplified low-cost piezo-based ultrasound sensors, usually used for distance measurement. The sensors show a strong variation of signal strength with incident angle. This directionality has to be studied but is rather useful for the suppression of reflected signals. The sensors are read out continuously by a LabVIEW-based DAQ framework with a NI PCl-6259M DAQ card. The framework includes a temperature and acoustic noise monitoring system.
system.

IV. STUDIES OF THERMAOACUSTIC SIGNAL GENERATION

A detailed understanding of thermoacoustic sound generation in ice is crucial for designing an acoustic extension to the IceCube detector. The dependence of the signal strength on the deposited energy as well as on the distance to the sensor is of great interest. Also the pulse shape and the frequency content have to be studied systematically with respect to various cascade parameters. The spatial distribution of the acoustic signal has to be investigated, i.e. the acoustic disk and its dependence on the spatial and temporal energy deposition distribution. In addition, the AAL setup will be able to study the thermoacoustic effect in a wide temperature range from 20°C to −25°C and possible differences of the effect in ice and water.

In the Aachen Acoustic Laboratory, the thermoacoustic signal is generated by a Nd:YAG laser. A laser-induced thermoacoustic signal differs from a signal produced in a hadronic cascade. While a cascade’s energy deposition profile can be described by a Gaisser-Hillas function, the laser intensity drops of exponentially. Also the lateral profile of a cascade follows a NKG function, where, assuming a TEM$_{00}$ mode in the far field region, the typical laser-beam profile is Gaussian. Knowing this, a recalculation of the signal properties from a laser-induced pulse to a cascade-generated pulse is possible.

The frequency content of the signal is expected to vary with the beam diameter, while a too short penetration depth will result in an acoustic point source rather than a line source. The absorption coefficient of light in water or ice varies strongly with wavelength. The first wavelength of the laser (1064 nm) is absorbed after few centimeters, while the second harmonic (532 nm) has an absorption length of ≈ 60 m. The third harmonic at 355 nm with an absorption length of ≈ 1 m is expected to be the most suitable wavelength to emulate a hadronic cascade with a typical length of 10 m and a diameter of 10 cm. The diameter of the heated ice volume has to be controlled by optics inside the container that will widen the beam.

With an array of 18 sensors, the Aachen Acoustic Laboratory allows the study of the spatial distribution of the generated sound field, as well as the frequency content with varying beam parameters. The first thermoacoustic signal has been generated and detected in a test setup equipped separately in the laboratory. No change in sensor response with increasing ambient pressure was found; a linear increase in sensitivity with decreasing temperature was observed. Intense pulsed laser beams can be used to generate thermoacoustic signals in ice which can also be used as an in-ice calibration source.

V. CONCLUSIONS

Detailed understanding of the thermoacoustic sound generation mechanism and the response of acoustic sensors in Antarctic ice is necessary to design an acoustic extension for the IceCube neutrino telescope. While in-situ calibrations in deep South Pole ice are inherently difficult, different environmental influences can be studied separately in the laboratory. No change in sensor response with increasing ambient pressure was found; a linear increase in sensitivity with decreasing temperature was observed. Intense pulsed laser beams can be used to generate thermoacoustic signals in ice which can also be used as an in-ice calibration source.
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Abstract. A novel approach for selecting high-quality muon neutrino events in IceCube data is presented. The rate of air shower events mis-reconstructed as signal is first reduced via the use of the geometrical (software) trigger. The final event selection is performed with a machine-learning method, designed specifically for IceCube data. It takes into account some generic properties of IceCube events, e.g., the fact that separation of signal from background is more difficult (requiring tighter cuts on the quality parameters) for horizontal rather than vertically up-going tracks. The method compares favorably to other techniques in situations with both high and low simulation statistics.
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I. INTRODUCTION

An important task of a neutrino telescope like IceCube is identifying extra-terrestrial neutrinos that are interspersed between orders of magnitude higher background of particles originating in the showers produced by cosmic rays in the Earth’s atmosphere.

As a first step a high purity atmospheric (plus possible extraterrestrial) neutrino event sample is selected, with only a small contaminating fraction of mis-reconstructed atmospheric muon events. Only neutrinos can cross the overburden of the Earth in the upward direction; however, selecting events reconstructed as upward-moving leaves many mis-reconstructed atmospheric muons in the sample, improving the ratio of neutrino to contaminating muon events (initially at \( \sim 10^{-6} \)) by only a factor of \( \sim 100 \).

The problem is further exacerbated by a highly uneven contamination of the mis-reconstructed muons in several of the analysis variables, most importantly the zenith angle. This contamination is smaller for up-going directions and increases for more horizontal tracks, growing rapidly near and above the horizon. It is therefore difficult to arrive at an event selection method that provides optimized cut surfaces simultaneously for all zenith angles. Splitting the cut optimization in different zenith bins leads to fluctuations of the cut parameters from one zenith angle bin to the next that are perceived as unphysical. In situations with limited simulated data, splitting it in several zenith angle bins is undesirable.

This author has also performed an SVM-based event selection optimization and found that training the SVM gets more difficult for zenith angle ranges extending above the horizon.

The above considerations led to the development of a new framework for selecting and applying cuts on quality parameters, that in the following is called “Subset Browsing Method”, or \( SBM^* \) for short.

The quality parameters used with the event selection method of this paper build upon those discussed previously [1].

II. SIMPLE EXAMPLE

First consider a simple example employing only two parameters that select events with lower background contamination for lower value of the quality parameter. These can be, e.g., zenith angle (0 degrees for up-going to 90 for horizontal tracks) and estimated angular resolution (e.g., describing the half-width of the likelihood function at the minimum corresponding to the reconstructed track direction). Both of these can be used to remove the background of mis-reconstructed events, one through the basic reconstruction property, and the other through our prior knowledge that the contamination is higher for tracks near the horizon.

The toy simulated events are divided into two groups (randomly): the training set that is used for the training of the machine, and the testing set, that is used to judge its performance. Both sets, while drawn from the same parent distribution, are statistically independent. The toy “data” events are also simulated and drawn from a somewhat wider signal distribution (to demonstrate the effect of cuts in the transitional region between signal and background). The 3 steps of the machine application are the steps 1\( ^a \), 1\( ^b \), and 2 as shown on Figure 1.

The training of the machine in this simple example is achieved by identifying the “outlying” background events (on the signal side of the distribution), and creating the “angle cuts” (shown with black straight lines) by cutting away everything on the rejected sides of such cuts (i.e., everything above and to the right of the background event, including that background event itself).

The cuts so identified will obviously remove all background events in the training dataset. As seen from the second row of Figure 1, these cuts do not remove all of the background events when applied to the testing dataset, so a further step, here called 1\( ^b \) is necessary. Using the angle cuts derived in step 1\( ^a \) a quality parameter (\( SBM^* \)) is constructed, which is simply the count of “angle cuts” of step 1\( ^a \) that fall into the bad quadrant (up and to the right) of a tested event, see Figure 2. This quality parameter could also be constructed as a
effective area to these events cannot be estimated, so they do not contribute to any of the physics results.

A common way to deal with this is by raising the quality parameter of an analysis past the point where all simulated background is removed and to the point where an agreement between data and signal simulation is achieved. This is possible if the quality parameter judges not only how far a given event is from the background region, but also how close it is to the signal region.

In the method presented here the quality parameter is constructed using only the information about the outlying background events that form the “angle cuts” (after some initial amount of signal events is carved out by the step 1a). Thus, the quality parameter judges only the distance to the background region (contrary to other approaches). To achieve the “similarity with signal events” another step (called step 2) becomes necessary. This event selection step is achieved by removing all data events, to the bad sides of which there are no signal events of the training set (remaining after the application of steps 1a and 1b). The effect of step 2 is demonstrated in the last column of Figure 1: all data events on the background side of the signal region are removed.

IV. Multi-dimensional Generalization

First we re-iterate that the SBM method relies on the important observation that most of the quality parameters used in the analysis of IceCube data have the following property: as the fits become less constrained at lower number of channels $N_{ch}$ or strings $N_{str}$ (that received hits), the cuts on the quality parameters necessary to reach a given signal purity need to be tightened. Alternatively, the cuts applied to quality parameters of events with higher $N_{ch}$ or $N_{str}$ can be relaxed somewhat. A
similar behavior of cuts on quality parameters can be argued for their dependence on the reconstructed zenith angle $\theta$: at angles closer to the horizon the number of background events seeping through is higher than for tracks going up closer to the vertical, so to reach the same purity the cuts on the quality parameters need to be tighter for events with higher reconstructed zenith angle $\theta$. To summarize, we introduce the following

**Basic cut property:** the cuts necessary to reach the same signal purity satisfy the following conditions:

\[
\begin{align*}
&c(\theta^*, N_{ch}, N_{str}) \leq c(\theta^0, N_{ch}, N_{str}) \text{ for } \theta^* \geq \theta^0 \\
&c(\theta, N_{str}) \leq c(\theta, N_{str}^0) \text{ for } N_{str}^* \leq N_{str}^0 \\
&c(\theta, N_{ch}) \leq c(\theta, N_{ch}^0) \text{ for } N_{str}^* \leq N_{str}^0
\end{align*}
\]

This relies on the **assumption** that lower cut values imply tighter cuts\(^1\). Parameters $\theta$, $N_{ch}$, and $N_{str}$ that allow such a behavior of cuts are in the following called **basic cut variables**. The following discussion is simplified with a

**Definition:** a cut $c^*$ defined for a set of events with $\theta^*$, $N_{ch}^*$, and $N_{str}^*$, is said to be operating on a **subset** of events of a cut $c^0$ defined for a set of events with $\theta^0$, $N_{ch}^0$, and $N_{str}^0$ if $\theta^* \geq \theta^0$, $N_{ch}^* \leq N_{ch}^0$, and $N_{str}^* \leq N_{str}^0$.

**Main cut property:** a cut operating on a given set of events also operates on all its subsets.

To rephrase, a cut $c^0$ defined for a set of events with $\theta^0$, $N_{ch}^0$, and $N_{str}^0$ also applies to any set of events with $\theta^*$, $N_{ch}^*$, and $N_{str}^*$ (that has its own cut $c^*$), if $\theta^* \geq \theta^0$, $N_{ch}^* \leq N_{ch}^0$, and $N_{str}^* \leq N_{str}^0$. To prove we need to show that $c^0 \geq c^*$. Using 2 intermediate sets of events, and the basic cut property introduced above

\[
c^0 = c(\theta^0, N_{ch}^0, N_{str}^0) \geq c(\theta^*, N_{ch}^*, N_{str}^*) \geq c(\theta^*, N_{str}^0, N_{str}^0) = c^*.
\]

This property allows us to consider all cuts as operating not only on events with $\theta = \theta^0$, $N_{ch} = N_{ch}^0$, and $N_{str} = N_{str}^0$, but rather on all events with $\theta \geq \theta^0$, $N_{ch} \leq N_{ch}^0$, and $N_{str} \leq N_{str}^0$.

**Definition:** The cut $c^0$ associated with $\theta^0$, $N_{ch}^0$, and $N_{str}^0$ is considered **redundant** if there exists another cut $c^*$ associated with some other $\theta^*$, $N_{ch}^*$, and $N^*$ such that

\[
c^0 \geq c^* \geq \theta^* \leq \theta^0, N_{ch}^* \geq N_{ch}^0, \text{ and } N_{str}^* \geq N_{str}^0.
\]

This is because the new cut $c^*$ clearly implies $c^0$ by the main cut property.

For each background event $i_b$ in the simulated training dataset its quality parameters are used to create $n$ cuts associated with $\theta^{i_b}$, $N_{ch}^{i_b}$, and $N_{str}^{i_b}$ of the event. The signal purity $p^{i_b} = \sum^b a^{i_b} / (a^{i_b} + b^{i_b})$ of the events with $\theta \geq \theta^{i_b}$, $N_{ch} \leq N_{ch}^{i_b}$, and $N_{str} \leq N_{str}^{i_b}$ is then calculated and used to find the $i_b$ that defines cuts in a region with the worst purity. Out of the $n$ cuts associated with $i_b$ the cut that results in a smallest loss of signal events is then chosen and applied to the whole subset on which this cut operates. To accelerate this process if a cut in encountered that removes no signal events it is immediately used without taking into account the purity of the subset of events on which this cut operates.

This procedure is then repeated until the background events in the simulated training dataset are exhausted. At that point all cuts of all background events are cycled through once again, and those that result in no further loss of remaining signal events (which are said to form a **core** or signal events) are saved into the **truncated cut set** of the machine. One can further reduce this set by removing the redundant cuts from it, thus resulting in an **irreducible trained cut set**, which is the result of this machine training procedure.

One can obviously remove all background events (i.e., reach a 100% signal purity) by applying all cuts from the irreducible trained cut set to the simulated training dataset. However, when the same is applied to the separately generated **testing** dataset a number of
background events seep through and the signal purity never reaches 100%.

This may happen, e.g., if we encounter a background event with, say, \( N_{ch}^{d} \) higher than \( N_{ch}^{e} \) of every background event in the simulated training dataset, thus there are no cuts available that would remove such an event from the testing dataset.

A way around this is to find at least one cut \( c \) with \( \theta^c \geq \theta^* \), \( N_{ch}^{e} \leq N_{ch}^{c} \), and \( N_{str}^{e} \leq N_{str}^{c} \) such that \( c^* = q^* < c \) (\( q^* \) being the quality parameter of the tested event). By the main cut property the cut that would achieve the same purity \( p_c \) on the subset defined by \( \theta^* \), \( N_{ch}^{*} \), and \( N_{str}^{*} \) as the cut \( c \) on the subset defined by \( \theta^c \), \( N_{ch}^{c} \), and \( N_{str}^{c} \) is necessarily no more tight as the cut \( c \). That is, applying the cut \( c \) on the subset defined by \( \theta^* \), \( N_{ch}^{*} \), and \( N_{str}^{*} \) achieves at least the same or higher level of purity as \( p_c \). Now, if an event defined by its quality parameters \( \theta^* \), \( N_{ch}^{*} \), and \( N_{str}^{*} \) of the cut \( c \) is passed by the trained cut set, cut \( c \) is called the purity cut defined for the original event (defined by its own \( \theta^*, N_{ch}^{*}, \) and \( N_{str}^{*} \)).

Existence of at least one such cut \( c \) for each of the testing dataset events passed by the machine guarantees that the purity in the regions with extrapolated \( \theta \), \( N_{ch} \), and \( N_{str} \) is at least as good or better than in the regions for which background events existed in the simulated training dataset. This is an important advantage of the discussed method compared to the other machine learning techniques.

Counting all purity cuts available for a given testing dataset event provides one with an important machine quality parameter which value is higher for events that are more likely to be signal and lower for events that are more likely to be background. It appears that a cut on this parameter improves the purity in all subsets by equal amount. In order to improve the purity in all subsets to the same final value one may weight the terms in the quality parameter sum with the initial purity of the simulated training dataset on the subsets of the cuts used in the sum (thus leading to the weighted sum definition of SBM, as shown in Figure 4).

We call the machine learning method described here the subset browsing method because of the technique in which one has to browse through the subsets on which the cuts of the trained cut set are defined to calculate the quality parameter separating signal from background. The quality parameter itself is called the SBM quality parameter: SBM.

The irreducible trained cut set forms a “skeleton” of cuts that are applied to the testing dataset achieving the initial SBM cut level: \( SBM = 0 \). The SBM quality parameter is usually normalized so that the highest value of \( SBM \) of a background event in a simulated testing dataset is 1 (e.g., in the plot of the SBM in Figure 5).

V. CONCLUSIONS AND OUTLOOK

We present a new framework for selecting and applying cuts on the quality parameters, here called SBM. It is particularly well-suited for application to IceCube data analysis as it takes into account (both during training and for event classification) some obvious relationships between the quality parameters, which are hardwired into the algorithm.

The SBM appears to separate signal and background well even if the number of simulated training dataset events is low. The SBM extrapolation behavior is very robust and the performance of extrapolation improves as the simulated testing dataset statistics increases, since more purity cuts become available to testing events in regions less populated by cuts of the trained cut set. The machine will not go around individual background events of the training dataset (a condition that may occur in other methods) because the cuts, by construction, are monotonous functions of the basic parameters.

Additionally, the learning method itself is very simple and has virtually no parameters to set. Most of the machine is implemented with only an application of the \( \leq \) operator (and a simple summation for estimating the quality parameter).

The method splits the classification of the data events into two steps: dissimilarity with background, and similarity with signal, thus allowing one to investigate possible “unsimulated” classes of events.

This method was used to identify atmospheric neutrino events in IceCube data taken during the 2007 operation season (see Figure 5 and reference [2]).

As an outlook, this method may be well-suited to analyze that depend on a veto region around the interesting events in the detector, as most of the cuts on the quality parameters can be relaxed as the veto region is expanded, thus satisfying the basic cut property if veto size is chosen as a basic cut variable.

The method could be further improved in the future by implementing a technique similar to boosting of the BDT.

REFERENCES

[1] D. Chirkin et al., Effect of the improved data acquisition system of IceCube on its neutrino-detection capabilities, 30th ICRC, Merida, Mexico (arXiv:0711.0353)

[2] D. Chirkin et al., Measurement of the atmospheric neutrino energy spectrum with IceCube, these proceedings
Muon Production of Hadronic Particle Showers in Ice and Water

Sebastian Panknin*, Julien Bolmont†, Marek Kowalski* and Stephan Zimmer‡

*Humboldt-Universität zu Berlin, Germany
†LPNHE, Universite Pierre et Marie Curie Paris 6, Universite Denis Diderot Paris 7, CNRS/IN2P3, France
‡Humboldt-Universität zu Berlin, Germany, now at Uppsala Universitet, Sweden

Abstract. One of the neutrino signatures in Cerenkov neutrino detectors are isolated, particle showers induced by neutrinos of all flavors. Hadronic showers can produce muons during the shower development and the appearance of the showers can change significantly by such high-energy muons. We use a modified version of the air shower simulation program CORSIKA for the simulation of the generation of muons in salt water. We discuss how the results can be applied for ice. In addition, a simple analytical model is derived, that provides scaling relations for the muon energy spectrum and its dependence on the primary particle.
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I. INTRODUCTION

Large neutrino telescopes in ice or water, like IceCube[1], Baikal[2] and ANTARES[3], are in operation or construction. They detect Cerenkov light from particles created by neutrino interactions. The most prominent signature are up-going muons generated by charge-current interactions of muon neutrinos. Another possibility is the search for neutrino induced cascades [4]. Such a search is sensitive to electron and tau neutrinos. In addition, unlike a search for neutrino induced muons, one is not restricted to up-going tracks, since the signature of isolated cascades allows in principle good separation from the down-going atmospheric muon background. A requirement for a search of neutrino induced events is their accurate simulation.

In hadronic cascades also muons can be produced. Due to their track-like light signature they may influence the shape and thus should be simulated and parameterized.

We develop a simple analytical calculation for the produced muon flux (section II). We show the results of a full shower simulation with a modified version of the well-known air-shower simulation program CORSIKA [5] (section III) and use this to parameterize the muon flux (section IV). We conclude in section V.

II. ANALYTICAL MODEL FOR THE MUON FLUX

The basic properties of electro-magnetic showers can be understood through the Heitler model [6]. After one interaction length a photon creates an electron-positron pair, and an electron/positron radiates a bremsstrahlung photon. This repeats every interaction length while the energy is distributed over the generated particles, so that more and more particles with lower and lower energies are created. Hadronic showers are more complicated, since in each interaction a wide range of hadronic particles can be created, which through decay increase the complexity further. However, expanding the simple Heitler model helps to get a basic understanding of the muon generation in hadronic cascades.

We follow the extended Heitler model of [7] and consider a hadronic shower generated by a particle of primary energy $E_0$. In each interaction $N_{mul} \approx 10$ hadrons are produced. About one third of them will be neutral hadrons like $\pi^0$, which will lead to an electromagnetic sub-shower.

So in the generation $n$ we have $N_H(n)$ hadrons with average energy $E_H$:

$$N_H(n) = \left( \frac{2}{3} N_{mul} \right)^n$$

$$E_H(n) = \frac{E_0}{N_{mul}^\kappa}$$

Combining this leads to the energy depending number of hadrons per generation

$$\frac{\Delta N_H}{\Delta \log N_{mul}(E_0/E_H)}(E_H) = \left( \frac{E_H}{E_0} \right)^{-\kappa}$$

with $\kappa := 1 + \log N_{mul}^2/3$

and to the hadronic flux

$$\frac{dN_H}{dE_H}(E_H) = -\ln N_{mul} \left( \frac{E_H}{E_0} \right)^{-(\kappa+1)}.$$  

Next we consider different types of hadrons $h$. In the following, we will keep using $H$ if a variable is meant for all hadrons. We neglect the different reaction channels for different hadrons and assume a constant branching ratio $B_h$ for production of a hadron $h$, independent of the incident type. (We mainly focus on pions and kaons.)

The muon flux can now be derived as the hadron flux multiplied with the decay probability $P_{h\rightarrow \mu}$ and folded by the energy distribution of the generated muon $\frac{dN_{\mu}}{dE_{\mu}}(E_{\mu}, E_h)$:

$$\frac{dN_{\mu}}{dE_{\mu}}(E_{\mu}) = \sum_h B_h \int_0^\infty \frac{dN_H}{dE_H}(E_h) P_{h\rightarrow \mu} \frac{dN_H}{dE_H}(E_h) dE_h$$

$$= \sum_h B_h N_{mul} \left( \frac{E_h}{E_0} \right)^{-(\kappa+1)} \frac{dN_{\mu}}{dE_{\mu}}(E_{\mu})$$

$$= \frac{dN_{\mu}}{dE_{\mu}}(E_{\mu}) \left( \frac{E_{\mu}}{E_0} \right)^{-(\kappa+1)}$$

$$dN_{\mu}(E_{\mu}) = \int_0^\infty \frac{dN_{\mu}}{dE_{\mu}}(E_{\mu}) \frac{dN_H}{dE_H}(E_h) dE_h$$

$$= \sum_h B_h N_{mul} \left( \frac{E_h}{E_0} \right)^{-(\kappa+1)} \frac{dN_{\mu}}{dE_{\mu}}(E_{\mu})$$

$$= \frac{dN_{\mu}}{dE_{\mu}}(E_{\mu}) \left( \frac{E_{\mu}}{E_0} \right)^{-(\kappa+1)}$$

$$\frac{dN_{\mu}}{dE_{\mu}}(E_{\mu}) = \frac{dN_{\mu}}{dE_{\mu}}(E_{\mu}) \left( \frac{E_{\mu}}{E_0} \right)^{-(\kappa+1)}$$
The energy distribution
d
The probability to create a muon of energy $E$ into muons is given by

$$P_{h \rightarrow \mu} = \frac{b_{h \rightarrow \mu}}{1 + \alpha_h E_h} \approx \frac{b_{h \rightarrow \mu}}{\alpha_h E_h}$$

with $\alpha_h := \frac{\tau_h}{m_h \lambda_h}$.

where $\lambda := \frac{1}{\lambda_1} + \frac{1}{\lambda_2}$, $\lambda_1$ is the interaction length of the hadron and $\lambda_2 = \frac{E_h^2}{m_h}$ is the decay length, assuming $E_h \gg m_h$. The approximation holds for $\alpha_h E_h \gg 1$.

IV. DERIVED MUON FLUX

With the simulation data we calculate the muon flux. To make this comparable to our model we need to calculate the muon energy at generation $E_\mu$ from the muon energy at observation level $E_\mu^{\text{obs}}$ given in the simulation. This is a small correction, important only for low energetic muons. Muons that are most interesting for us are those with track-lengths above about 10 m, namely those with a range bigger than the typical shower size. These muons have energies above 3 GeV, which is high enough, to reduce systematic error due to the energy correction.

The energy loss can approximated by:

$$\frac{1}{\rho} \frac{dE_\mu}{dx} = a - bE_\mu$$

where the medium density is $\rho = 1.02 \text{ g cm}^{-3}$ and the interaction constants are $a = 2.68 \text{ MeV cm}^2 \text{ g}^{-1}$ and $b = 4.7 \cdot 10^{-6} \text{ cm}^2 \text{ g}^{-1}$ (see [10]). Solving this provides the formula for the energy at generation:

$$E_\mu = \left( E_\mu^{\text{obs}} + \frac{a}{b} \right) e^{bx} - \frac{a}{b}$$

Here we choose $x = 7 \text{ m}$, the distance from first interaction point to the observation level reduced by about three radiation length [10].

We show the normalized flux $\frac{E_\mu^2}{E_\mu^{\text{obs}}} \frac{dN_\mu}{dE_\mu}(E_\mu)$ which should follow according to eq. (8) a power law with small primary energy dependency (Fig. 2). The power law was fitted for the curves individually (Tab. II). This
leads to the averaged parameterization:

\[
\frac{dN_\mu}{dE_\mu} = A \left( \frac{E_0}{\text{GeV}} \right) ^ \kappa \left( \frac{E_\mu}{\text{GeV}} \right) ^ {-(2+\kappa)}
\]

\[
A = (3.5 \pm 0.5 \text{ (stat)} \pm 6.5 \text{ (sys)}) \cdot 10^{-3} \frac{1}{\text{GeV}}
\]

\[
\kappa = 0.97 \pm 0.07 \text{ (stat)} \pm 0.12 \text{ (sys)}.
\]

The systematics were estimated by using different \(x\)-values for the energy correction.

![Fig. 2. The muon flux \(\frac{dN_\mu}{dE_\mu}\) is shown as function of muon energy \(E_\mu\). We multiplied by \(E_\mu^2\) to remove the primary energy dependency by some extent and improve readability. The results of the fit are given in Table II.](image)

Using the integral representation (Fig. 3), we can see that on average a hadronic cascade of 100 TeV produces e.g. about one muon with an energy above 10 GeV. Such a muon would have a track length of about 36 m.

CORSIKA provides the information if a muon was generated from a pion. Using this information, Fig. 4 shows the number of pion produced muons over all muons as a function of the energy. As expected, other production mechanisms (e.g. kaons) become more important with higher energy. However the constant hadron fractions \(B_H\) are a reasonable approximation. Our simple model with only pion and kaon \((B_K = 0.1)\) predicts a constant \(\frac{N_{\mu p}}{N_\mu} = 77\%\).

![Fig. 3. Integral muon flux \(N_\mu(E_\mu > E)\). The fit is taken from the differential muon flux (Fig. 2 and Table II).](image)

![Fig. 4. Muon parent: the ratio of number of muons produced by pions \(N_{\mu p}\) over all number of muons \(N_\mu\) for each muon energy \(E_\mu\) is shown. A slight increase with energy of muons produced by other parent hadrons can be observed. However, the comparison to the model shows that the constant fraction is a reasonable approximation.](image)

V. DISCUSSION AND CONCLUSION

We developed an analytical model describing the muon production in hadronic cascades, showing that it follows a power law with exponent \(-2-\kappa\). The amplitude scales linear with the medium density \(\rho\) and the primary energy \(E_0^\kappa\). This is an effect of approximately \(10\%\) in amplitude for changing from salt water to ice.

We compared this model to a full shower simulation with a modified CORSIKA version. The used setup forced us to correct for energy losses. To minimize the influence of the correction and because of the short track length of low energetic muons we focus on energies above 3 GeV.

We fitted a power law to the results (Fig 2 and Table II) and get the parameters with systematic errors due to the energy correction: 

\[
A = (3.5 \pm 0.5 \text{ (stat)} \pm 2.0 \pm 6.5 \text{ (sys)}) \cdot 10^{-3} \text{GeV}^{-1} \text{ and } \kappa = 0.97 \pm 0.07 \text{ (stat)} \pm 0.12 \text{ (sys)}.
\]

Around an energy of \(E_\mu = 10\text{ GeV}\) and a primary energy \(E_0 = 10\text{ TeV}\), the value most important to us, the analytical model predicts a flux a factor three higher than the flux from the simulation results.

<table>
<thead>
<tr>
<th>(E_0)</th>
<th>(10^3 \cdot A)</th>
<th>(\kappa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 TeV</td>
<td>(4.731 \pm 0.995)</td>
<td>(1.007 \pm 0.104)</td>
</tr>
<tr>
<td>10 TeV</td>
<td>(3.020 \pm 0.703)</td>
<td>(0.840 \pm 0.113)</td>
</tr>
<tr>
<td>1 TeV</td>
<td>(9.457 \pm 6.792)</td>
<td>(1.242 \pm 0.371)</td>
</tr>
<tr>
<td>1 PeV</td>
<td>(3.089 \pm 0.965)</td>
<td>(1.091 \pm 0.156)</td>
</tr>
</tbody>
</table>

average \(3.490 \pm 0.492\) \(0.971 \pm 0.068\)
This study could be checked with a newer modified CORSIKA version [11], which would provide direct results for ice and the possibility to compare different hadronic interaction models and increase the statistic.

The parameterization of muon production in hadronic cascades that we provide can be used to simulate more accurately neutrino induced cascades.
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Abstract. High energy air showers contain bundles of muons that can penetrate deep underground. Study of these high energy muons can reveal the cosmic ray primary composition and some features of the hadronic interactions. In an underground neutrino experiment like IceCube, high energy muons are also of interest because they are the dominant part of the neutrino background. We study muon bundle energy loss in deep ice by full Monte Carlo simulation to define its fluctuations and relation to the cosmic ray primary nuclei. An analytical formula of muon bundle mean energy loss is compared with the Monte Carlo result. We also use the simulation to set the background for muons with catastrophic energy loss much higher than those of normal muon bundles.
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I. INTRODUCTION

When high energy cosmic ray particles interact in the atmosphere and develop extensive air showers (EAS), muons are produced through the decay of mesons, such as pions and kaons. IceCube is primarily a high energy neutrino telescope but it can also study high energy muon bundles which, together with the EAS size determined by the surface array IceTop [1], will contribute to studies of the cosmic ray composition and hadronic interactions.

A proton shower contains one muon above 500 GeV when the primary energy is about 100 TeV. Muons with that energy can reach the underground detector. At higher energies more high energy muons are produced in bundles. The muons above a several hundred GeV in the bundle are highly collimated and closer to each other in space [2], [3] than the distance between IceCube strings. This makes it very hard to count the number of individual muons in the bundle.

In this work we study the energy loss of muon bundles produced by protons and iron showers at different primary energies by carrying out a Monte Carlo simulation. An analytical formula of muon bundle mean energy loss is compared with the Monte Carlo result in Section II. We discuss the fluctuations in the energy loss and their association with cosmic ray primary particles in Section III. With the energy loss limits set by the simulation, we also discuss in Section IV the search for muons above 100 TeV.

We first calculated proton and iron showers with CORSIKA (version 6.735, with SIBYLL 2.1 as high energy hadronic interaction model). This version of CORSIKA does not include charm production. All the muons produced are from pion or kaon decay. Two hundred showers were generated for eight energy points from 1 PeV to 1 EeV for proton and iron primaries. The production was set for the South Pole location (2835 meters above sea level). The atmospheric parametrization for July 01, 1997 was chosen. All muons above 200 GeV in each shower were extracted from the shower ground particle file. Each of these muons was then propagated through the ice to the depth of 2450 meters using the Muon Monte Carlo (MMC) simulation package [4]. All processes in which a muon loses more than $10^{-3}$ of its energy are treated stochastically. Energy losses due to ionization, bremsstrahlung, photo-nuclear interaction, pair production and their continuous components were kept for each of the five-meter step size along the muon track.

II. HIGH ENERGY MUONS IN AIR SHOWERS: ELBERT FORMULA AND CORSIKA SHOWERS

The number of high energy muons in an EAS depends on the energy and mass of the primary cosmic ray particle. A well-known parametrization was given by Elbert [5] as follows:

$$N_{\mu, B}(E_{\mu} > E_{\mu}(0)) = A \frac{0.0145 \cdot p_{1} \cdot (E_{\mu}(0) - E_{\mu}(0))}{p_{2}} \cdot (1 - \frac{\Delta E_{\mu}(0)}{E_{\mu}(0)})$$

$$N_{\mu, B}(E_{\mu} > E_{\mu}(0)) = A \frac{0.0145 \cdot p_{1}}{p_{2}} \cdot E_{\mu}(0)^{p_{1} - 1} \cdot (1 - p_{2} \frac{\Delta E_{\mu}}{E_{\mu}(0)})$$

(1)

in which $A$, $E_{0}$ and $\theta$ are the mass, total energy and zenith angle of the primary nucleus. $p_{1} = 0.757$ and $p_{2} = 5.25$. The approximation only keeps the first two terms in the Taylor’s expansion on $(1 - \frac{\Delta E_{\mu}}{E_{\mu}(0)})^{p_{2}}$. It will be used later in this paper to derive the mean energy loss of muon bundles in matter.

Both Elbert parametrization and the approximation were compared with air shower Monte Carlo results for protons and irons from several hundred TeV up to 1 EeV. Two examples are shown in Fig. 1. Except in the threshold region (where the Elbert parametrization may not be valid) the agreement over the whole energy region is remarkable. This is shown by the two peaks at zero in the two plots at the bottom in Fig. 1. One can also see that CORSIKA with SIBYLL 2.1 has slightly higher yield at higher muon energies. The excess increases with the energy of the primary particle.
number of muons in the bundle, we derive an analytical expression for the muon bundle mean energy loss to understand better the bundle energy loss. Starting from the approximation to the Elbert formula, which correspond to the last line in Eq. (1). Bottom entries: The difference between the number of muons (for $E_\mu > 100$ GeV and a increment step size of 100 GeV) in CORSIKA showers and that predicted by the Elbert formula. (left: 50 PeV proton, right: 1 EeV iron)

### III. Muon Bundle Energy Loss and Composition Sensitivity

#### A. Muon bundle energy loss in ice

Since IceCube measures the energy loss instead of the number of muons in the bundle, we derive an analytical expression for the muon bundle mean energy loss to understand better the bundle energy loss. Starting from the approximation in Eq. (1) with muon energy loss

$$\frac{dE_\mu(X)}{dX} \approx -a - b \cdot E_\mu(X), \quad (2)$$

the energy loss of a muon bundle at the slant depth $X$ is an integral over the energy loss of the muons in the bundle:

$$\frac{dE_\mu}{dX} = \int_{E_\mu}^{E_\mu_{\text{min}}(X)} \frac{dE_\mu}{dX} \, dE_\mu \cdot a(X) \cdot dE_\mu(X)$$

$$= -\int_{E_\mu_{\text{min}}(X)}^{E_\mu_{\text{max}}(X)} [a + b \cdot E_\mu(X)] \cdot \frac{dN_\mu}{dE_\mu(X)} \cdot dE_\mu(X). \quad (3)$$

Here, $E_\mu_{\text{min}}(X)$ and $E_\mu_{\text{max}}(X)$ represent the possible minimum and maximum energy of muons in the bundle at slant depth $X$. They can be written as follow [6]:

$$E_{\mu_{\text{min}}} = \max\left\{(E_\mu(0) + \frac{a}{b})e^{-bX} - \frac{a}{b}, 0\right\}$$

$$E_{\mu_{\text{max}}} = (E_{\mu_{\text{max}}}(0) + \frac{a}{b})e^{-bX} - \frac{a}{b}$$

The approximate mean energy loss of a muon bundle can be obtained by doing the integration [6]. The expression can be further simplified by assuming that the high energy corrections can be ignored:

$$\frac{dE_{\mu_{\text{tot}}}}{dX} = \frac{\omega \cdot b \cdot (p_1 + 1)\left[V + 1\left(\frac{q}{p_1}\right)^{p_1}\right]}{V^{p_1 - 1} + \frac{1}{p_1} (\frac{q}{p_1})^{p_1} V^{p_1} - \frac{1}{p_1 + 1} (\frac{q}{p_1})^{p_1}}$$

in which $\omega = 0.0145 \text{ TeV}^{-1} \text{m}^{-1}$ and $V = (e^{bX} - 1)$. For the ice at the South Pole, $a = 0.26 \text{ GeV mwe}^{-1}$ and $b = 3.60 \times 10^{-4} \text{mwe}^{-1}$ [4] in units of meter water equivalent mwe. $X$ is the slant depth in mwe along the muon bundle track.

The comparison with the full Monte Carlo can be seen in Fig. 2. Despite the large fluctuations in the energy loss mainly due to bremsstrahlung the mean energy loss in the full Monte Carlo (the blue and green dots) can be well described by the analytic approximation of Eq. (5). It needs to be pointed out, however, that for low energy showers, or for the energy loss at larger slant depth, Eq. (5) can have larger offset from the mean Monte Carlo values. This is due to the fact that the Elbert formula (Eq. (1)) is not exact at high $E_\mu$ values or a and b can be different from the constant values being used here.

#### B. Muon bundle energy loss and composition

To study the muon bundle energy loss and composition sensitivity, in the two component case of this work,
we first define the composition resolving parameters \( A|Y \) and \( B|Y \) based on an observable \( Y \) as follows:

\[
(A|Y) = \frac{\sum_{i=1}^{N} N_{i}^{A} / (N_{i}^{A} + N_{i}^{B})}{\sum_{i=1}^{N} P_{i}}
\]

\[
(B|Y) = \frac{\sum_{i=1}^{N} N_{i}^{B} / (N_{i}^{A} + N_{i}^{B})}{\sum_{i=1}^{N} P_{i}}
\]

in which \( P_{i} = 1.0 \) (or \( 0.0 \)) when \( N_{i}^{A} \neq 0.0 \) (or \( = 0.0 \)), and \( N_{i}^{A} \) and \( N_{i}^{B} \) represent the number of proton and iron events in the \( i \) th bin on \( dN/dY \) distribution as shown in Fig. 3. \( (A|Y) \) and \( (B|Y) \) have values between 0 and 1. When the two distributions are well separated from each other, both \( (A|Y) \) and \( (B|Y) \) are equal to 1. When the two distributions are identical and fully overlapped, \( (A|Y) = (B|Y) = 0.5 \), which means the chance to assign a particle as proton or iron is 50%.

![Fig. 3. Left: Definition of composition resolving parameters used in this work, \( (A|Y) \) and \( (B|Y) \): Two histograms represent the distribution of variable \( Y \) (e.g. muon bundle energy loss in deep ice detector) for two types of primary particles (say proton and iron). Right: Particles A and B are represented by two Gaussian shaped distributions with the amplitude, mean and \( \sigma \) in the parentheses. Particle A and B each has 320000 and 80000 samples in this test.](image)

The value of the parameter also depends on the frequency of the detectable signals of different particles. This can be seen in Fig. 3 (right-hand panel), in which \( (A|Y) = 0.697 \) and \( (B|Y) = 0.579 \). This definition can be easily extended to cases in which each event has multiple observable variables.

IceCube is sensitive to the Cherenkov light emitted by high energy charged particles. Simulation shows the Cherenkov light yield of an in-ice event is nearly proportional to the particle total energy loss [7]. Since we are not doing the full experiment simulation, we use the total energy loss of muon bundles in small bins along the bundle track as a measure of the signal size. The distributions of muon bundle energy loss in five-meter steps at the slant depths between 1958 m and 2010 m in the ice are shown in Fig. 4. Proton energy loss distribution has a significant overlap with iron, much bigger than the overlap in the muon number distributions.

To improve the separation between the energy loss signals from different nuclei we excluded the large energy loss events caused mostly by bremsstrahlung. The effect from eliminating all energy loss events larger than 85% of the average (\( \text{cut}_{1} \), red) and 500% (\( \text{cut}_{2} \), blue) is shown in the bottom panel of Fig. 4.

![Fig. 4. Top: Histograms of the number of muons and the muon bundle total energy loss in five-meter steps at depths between 1958 m and 2010 m in ice. The example is for 600 PeV proton and iron showers at zenith angle of 30 degrees. Bottom: Histograms of the muon bundle total energy loss for the same Monte Carlo data sample after two cuts were applied. See more details in the text.](image)

Fig. 5 summarizes how the composition resolving parameter varies at different slant depth after these two cuts in proton and iron showers. Several features can be seen in this figure, (1) the tighter cut (\( \text{cut}_{1} \)) gives a higher value of resolving parameter corresponding to less overlap between the two histograms shown at the bottom plot of Fig. 4, (2) when tighter cut is applied, the composition resolving power using the muon bundle energy loss can be close to that obtained by the number of muons in the bundle in the simulation, (3) using the same cut, the composition resolving power is slightly better at shallower depth. It would be very interesting to explore these features in real data analysis.

IV. SIGNATURE OF HIGH ENERGY PROMPT MUONS IN MUON BUNDLE EVENTS

Very high-energy muons in air showers are produced either in the decay of very short-lived particles, i.e. charm or from the first interaction whether the parent is conventional (pion or kaon) or charm. The crossing from conventional to prompt muon fluxes was estimated to happen between 40 TeV and 3 PeV [8]. Such muons may be used to study the composition of cosmic ray primaries, as well as heavy quark production in high energy p-N interactions. There are several ways to separate the prompt muons from the conventional ones in...
Fig. 5. The values of composition resolving parameters for proton and iron under different cuts at different slant depths. The calculation was done with 200 proton showers and 200 iron showers with 600 PeV primary energy at zenith angle of 30 degrees. The two cuts correspond to the cuts used in Fig. 4.

underground experiments, such as using the difference in their zenith angle distributions, the different depth dependence at a given depth and zenith angle [9]. Another technique that is explored here relies on recognizing catastrophic $dE/dX$ signature from these leading muons as bursts of light on an otherwise smoother light deposition from a bundle of lower energy muons.

The probability of finding a certain amount of energy loss in five-meter steps from 1450 to 2450 meters under ice is shown in Fig. 6. The chance to have an energy loss of about 30 TeV (point A in Fig. 6) in a five-meter step is much higher for a muon with energy of 100 TeV than conventional muon bundles from showers below 100 PeV. If one sees a burst energy loss above 160 TeV, it is almost certain ($P > 1 \times 10^{-3}$ versus $P < 3 \times 10^{-5}$) that the event consists of a single muon with energy above 1 PeV rather than showers below 1 EeV (point B in Fig. 6).

Since the cosmic ray primary energy can be determined by the surface array in IceCube, this method can be explored further with IceTop and in-ice coincidence data.

V. SUMMARY

In this work, we studied the muon bundle energy loss in ice and its association with cosmic ray primary composition. The analytic formula of the mean muon bundle energy loss given here has reasonably good agreement with the full Monte Carlo. It can be used in muon bundle event reconstruction in IceCube. The parameters (cosmic primary energy and mass) in the formula can be further explored in composition study using IceTop and in-ice coincidence data [10]. Using IceTop in-ice coincidence data, one can also look for signatures from very high energy muons from charm decay by recognizing large catastrophic $dE/dX$ along the muon bundle track.
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Abstract. A search for extremely high energy cosmic neutrinos has been carried out with the IceCube Neutrino Observatory. These event are neutrino-induced energetic charged leptons and their rate depends on the neutrino-nucleon cross-sections. The resultant event rate has implications for possible new physics beyond the standard model as it is predicted that the cross-sections can be much higher than the standard particle physics prediction if we live in more than four space-time dimensions. In this study we show the capability of neutrino telescopes such as IceCube to constrain neutrino cross-sections at energies beyond $10^7$ GeV. The constraints are obtained as a function of the extraterrestrial neutrino flux in the relevant energy range, which accounts for the astrophysical uncertainty of neutrino production models.
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I. INTRODUCTION

High energy cosmic neutrino observations provide a rare opportunity to explore the neutrino-nucleon ($\nu N$) interaction behavior beyond energies accessible by the present accelerators. These neutrinos interact during their propagation in the earth and produce energetic muons and taus. These secondary leptons reach underground neutrino detectors and leave the detectable signals. The detection rate is, therefore, sensitive to neutrino-nucleon interaction probability. The center-of-mass energy of the collision, $\sqrt{s}$, is well above $\sim 10$ TeV for cosmic neutrino energies on the order of 1 EeV ($= 10^{19}$ GeV), a representative energy range for the bulk of the GZK cosmogenic neutrinos, generated by the interactions between the highest energy cosmic ray nucleons and the cosmic microwave background photons [1].

The $\nu N$ collision cross-sections can be varied largely if non-standard particle physics beyond the Standard Model (SM) are considered in the high energy regime of $\sqrt{s} \gg$ TeV. The extra-dimension scenarios, for example, have predicted such effects [2]. The cross-sections of black hole productions via $\nu N$ collisions can be larger than the SM prediction by more than two orders of magnitude [3]. The effect would be sizable enough to affect the expected annual event rate ($O(0.1 - 1)$) of the GZK neutrinos by $\sim$ km$^3$ instrumentation volume of the underground neutrino telescope such as the IceCube observatory, thereby the search for the extremely-high energy (EHE) cosmic neutrinos leads to constraints on the non-standard particle physics.

The IceCube neutrino observatory has already begun EHE neutrino hunting with the partially deployed underground optical sensor array. The 2007 partial IceCube detector realized a $\sim 0.5$ km$^2$ effective area for muons with $10^9$ GeV and recently placed a limit on the flux of EHE neutrinos at the level approximately an order of magnitude higher than the expected GZK cosmogenic neutrino intensities for 242 days of observation [4]. Since new particle physics may vary the cross section by more than an order of magnitude as we noted above, this result should already imply a meaningful bound on the $\nu N$ cross-sections. In this paper, we study the constraint on the $\nu N$ cross-sections ($\sigma_{\nu N}$) by the null detection of EHE neutrinos with the 2007 IceCube observation. A model-independent bound is derived by estimating the lepton intensity at the IceCube depth with the SM cross-sections scaled by a constant. The constraint is displayed in form of the excluded region on the plane of the cosmic neutrino flux and $\sigma_{\nu N}$. It is equivalent to upper-bound of $\sigma_{\nu N}$ for a given flux of astrophysical EHE neutrinos.

II. THE METHOD

The neutrino and charged lepton fluxes at the IceCube depth originated in a given neutrino flux at are calculated by the coupled transportation equations:

$$\frac{dJ_l}{dX} = -N_A\sigma_{\nu N,CC+NC}J_\nu + \frac{m_l}{c\rho\tau_l} \int dE \frac{1}{E} \frac{dn_l^0}{dE} J_l(E_l)$$

$$+ N_A \int dE' \frac{d\sigma_{\nu N,NC}}{dE} J_\nu(E'_\nu)$$

$$+ N_A \int dE' \frac{d\sigma_{\nu N,CC}}{dE} J_l(E'_l)$$

$$\frac{dJ_{l'}}{dX} = -N_A\sigma_{\nu l} J_l - \frac{m_l}{c\rho\tau_l} E_{l'} dJ_{l'}$$

$$+ N_A \int dE' \frac{d\sigma_{\nu l}}{dE} J_l(E'_l)$$

$$+ \frac{m_l}{c\rho\tau_l} \int dE' \frac{1}{E'} \frac{dn_l^0}{dE} J_{l'}(E'_l),$$

where $J_l = dN_l/dE_l$ and $J_{l'} = dN_{l'}/dE_{l'}$ are differential fluxes of charged leptons and neutrinos, respectively. $X$ is the column depth, $N_A$ is the Avogadro’s number, $\rho$ is the local density of the medium (rock/ice) in the propagation path, $\sigma_l$ is the relevant interaction cross-sections, $dn_l^0/dE$ is the energy distribution of the decay products which is derived from the decay rate per unit energy, $c$ is the speed of light, $m_l$ and $\tau_l$ are the mass...
and the decay life time of the lepton \( l \), respectively. In this paper we scale \( \sigma_{\nu N} \) to that of the SM prediction with the factor \( N_{\text{scale}} \), i.e., \( \sigma_{\nu N} \equiv N_{\text{scale}}\sigma_{\nu N}^{\text{SM}} \). It is an extremely intensive computational task to resolve the coupled questions above for every possible values of \( \sigma_{\nu N} \). To avoid this difficulty, we introduce two assumptions to decouple calculation of \( J_{\nu} \) from the charged lepton transportation equation. The first is that distortion of the neutrino spectrum by the neutral current reaction is small and the other is that the contribution of muon and tau decay to enhance the neutrino flux, which is represented by the second term on the right hand side of Eq. 1, is negligible. These are very good approximation in the energy region above \( 10^8 \text{ GeV} \) where even the tau is unlikely to decay before reaching the IceCube instrumentation volume. Then the neutrino flux is simply given by the beam dumping factor as

\[
J_{\nu}(E_{\nu}, X_{\text{IC}}) = J_{\nu}(E_{\nu}, 0)e^{-N_{\text{scale}}\sigma_{\nu N}^{\text{SM,CC}}X_{\text{IC}}}, \tag{3}
\]

where \( X_{\text{IC}} \) is column density of the propagation path from the earth surface to the IceCube depth. The charged lepton fluxes, \( J_{l_{\mu,\tau}}(E_{l}, X_{\text{IC}}) \), are obtained as

\[
J_{l_{\mu,\tau}}(E_{l}, X_{\text{IC}}) = N_{A} \int_{0}^{X_{\text{IC}}} dX \int dE_{\nu} \frac{dN_{\mu,\tau}}{dE_{\mu,\tau}} \left( \rho_{\nu_{\mu},\tau} \rightarrow \rho_{\mu,\tau} \right) e^{-N_{\text{scale}}\sigma_{\nu N}^{\text{SM,CC}}X}. \tag{4}
\]

Here \( dN_{\mu,\tau}/dE_{\mu,\tau}(\rho_{\nu_{\mu},\tau} \rightarrow \rho_{\mu,\tau}) \) represents distributions of muons and taus with energy of \( E_{\mu,\tau} \) at \( X_{\text{IC}} \) originated in those with energy of \( E_{\nu_{\mu},\tau} \) produced by \( \nu N \) collisions at depth \( X \). This is calculated in the transportation equation, Eq. 2, with a replacement of \( J_{\nu}(E_{\nu}) \) by Eq. 3.

Calculation of the neutrino and the charged lepton fluxes with this method is feasible for a wide range of \( N_{\text{scale}} \) without any intensive computation. A comparison of the calculated fluxes with those obtained without the introduced simplification for a limited range of \( N_{\text{scale}} \) indicates that the relative difference we found in the resultant \( J_{\nu_{\mu,\tau}}(X_{\text{IC}}) \) is within 40%. Since this analysis is searching for at least an order of magnitude difference in \( \sigma_{\nu N} \), the introduced simplifications provide sufficient accuracy for the present study.

Fig. 1 shows the calculated intensities of the secondary muons and taus for various \( N_{\text{scale}} \) factors. One can see that the intensity is almost proportional to \( N_{\text{scale}} \) as expected since the interaction probability to generate muons and taus linearly depends on \( \sigma_{\nu N} \). It should be pointed out, however, that the dependence starts to deviate from the complete linearity when the propagation distance is comparable to the mean free path of neutrinos, as one can find in the case of \( N_{\text{scale}} = 10 \) in the figure. This is because the neutrino beam dumping factor in Eq. 3 becomes significant under this circumstances.

The flux yield of leptons, \( Y_{l}(l = \nu s, \mu, \tau) \) from neutrinos with a monochromatic energy at earth surface, \( E_{\nu}^{\text{es}} \), is given by Eq. 4 with an insertion of \( J_{\nu}(E_{\nu}, 0) = \delta(E_{\nu} - E_{\nu}^{\text{es}}) \). The resultant event rate per neutrino energy decade is then obtained by

\[
N_{\nu}(E_{\nu}^{\text{es}}) = \sum_{l=\nu,\mu,\tau} \frac{1}{3} \frac{dJ_{\nu}(E_{\nu})}{d\log E_{\nu}}(E_{\nu}^{\text{es}}) \int d\Omega
\]

\[
\sum_{l=\nu,\mu,\tau} \int dE_{l} A_{l}(E_{l}) Y_{l}(E_{\nu}^{\text{es}}, E_{l}, X_{\text{IC}}(\Omega), N_{\text{scale}}) \tag{5}
\]

where \( A_{l}(E_{l}) \) is the effective area of the IceCube to detect the lepton \( l \). Note that the differential limit of the neutrino flux is given by Eq. 5 for \( N_{\text{scale}} = 1 \) with \( N_{\nu} = \bar{\nu}_{0} \) which corresponds to the 90% confidence level average upper limit. This calculation is valid when the cosmic neutrino flux \( J_{\nu} \) and the cross section \( \sigma_{\nu N} \) do not rapidly change over a decade of neutrino energy around \( E_{\nu}^{\text{es}} \). Limiting \( \sigma_{\nu N} \) in the present analysis corresponds to an extraction of the relation between \( N_{\text{scale}} \) and the (unknown) cosmic neutrino flux \( J_{\nu_{\mu,\tau}}^{\text{MC}} \) by \( \delta(E_{\nu} - E_{\nu}^{\text{es}}) \). The obtained constraints on \( \sigma_{\nu N} \) is represented as a function of \( J_{\nu_{\mu,\tau}}^{\text{MC}} \), for a given energy of \( E_{\nu}^{\text{es}} \). It consequently accounts for astrophysical uncertainties on the cosmic neutrino flux.

In scenarios with extra dimensions and strong gravity, Kaluza-Klein gravitons can change only the neutral current (NC) cross-sections because gravitons are electrically neutral. Any scenarios belonging to this category can be investigated by scaling only \( \sigma_{\nu N}^{\text{NC}} \) in the present analysis. The event rate calculation by Eq. 5 is then performed for \( Y_{l}(N_{\text{scale}} = 1) \) with effective area for \( \nu s \), \( A_{s} \), enhanced by \( (\sigma_{\nu N}^{\text{SM,CC}} + N_{\text{scale}}\sigma_{\nu N}^{\text{SM,NC}})/(\sigma_{\nu N}^{\text{SM,CC}} + \sigma_{\nu N}^{\text{SM,NC}}) \) since the rate of detectable events via the NC reaction by IceCube is proportional to \( \sigma_{\nu N}^{\text{NC}} \). We also show the constraint in this case.

III. RESULTS

In this analysis we use the IceCube observation results with 242 days data in 2007 to limit \( \sigma_{\nu N} \) using Eq. 5. No detection of signal candidates in the measurement has led to an upper limit of the neutrino flux at \( 6 \times 10^{-7} \)
GeV cm$^{-2}$ sec$^{-1}$ sr$^{-1}$ [4]. The effective area $A$ is 0.5 km$^2$ for $\mu$, 0.3 km$^2$ for $\tau$, and $3 \times 10^{-4}$ km$^2$ for $\nu'$. Constraints on $\sigma_{\nu N}$ are then derived with Eq. 5. Here we assume that the effective area for $\nu'$ is proportional to $N_{\text{scale}}$. The results for $E_{\nu} = 10^9$ and $10^{10}$ GeV are shown in Fig. 2. Enhancing the charged current cross-sections by more than a factor of 30 for $E_{\nu} = 1$ EeV (10$^9$ GeV) is disfavored if the astrophysical neutrino intensities are around $10^{-7}$ GeV cm$^{-2}$ sec$^{-1}$ sr$^{-1}$, the expected range of the GZK cosmogenic neutrino bulk. Note that neutrino-nucleon collision with $E_{\nu} = 1$ EeV corresponds to $\sqrt{s} \sim 40$ TeV and the present limit on $\sigma_{\nu N}$ would place a rather strong constraint on scenarios with extra dimensions and strong gravity, although more accurate estimation requires studies with a model-dependent approach which implements the cross-sections and the final-state particles from the collision predicted by a given particle physics model in the neutrino propagation calculation. Taking into account uncertainty on the astrophysical neutrino fluxes, any model that increases the neutrino-nucleon cross-section to produce charged leptons by more than two orders of magnitude at $\sqrt{s} \sim 40$ TeV is disfavored by the IceCube observation. However, we should point out that the IceCube 2007 data could not constrain the charged current cross-sections if the intensity of cosmic neutrinos in the relevant energy region is fewer than $10^{-8}$ GeV cm$^{-2}$ sec$^{-1}$ sr$^{-1}$, approximately an order of magnitude lower than the predicted cosmogenic neutrino fluxes discussed in the literature. Absorption effects in the earth becomes sizable in this case, resulting in less sensitivity to the cross-section. This limitation will be improved for larger detection area of the full IceCube detector.

Fig. 3 shows the constraint when only the NC cross section is varied. Enhancement of $\sigma_{\nu N}^{NC}$ by a factor beyond 100 at $\sqrt{s} \sim 40$ TeV is disfavored, but this strongly depends on the cosmic neutrino flux one assumes. Because the NC interaction does not absorb neutrinos during their propagation though the earth, even the case when the neutrino flux is small could bound the cross-section, but the limit becomes rather weak; the allowed maximum enhancement factor is an order of $\sim 10^3$.

**IV. SUMMARY AND OUTLOOK**

The IceCube 2007 observation indicated that any scenario to enhance either the NC or both NC and CC equivalent cross-sections by more than 100 at $\sqrt{s} \sim 40$ TeV is unlikely if the astrophysical neutrino fluxes are $10^{-7}$ GeV cm$^{-2}$ sec$^{-1}$ sr$^{-1}$ in EeV region. A study of constraints on the model-dependent cross-sections predicted by the theories of the black holes creation with extra dimensions is underway with a dedicated treatment of final state particles produced from the black hole evaporation.
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Abstract. We constrain the maximum flux from extragalactic neutrino point sources by using diffuse neutrino flux limits. We show that the maximum flux from extragalactic point sources is $E^2(dN_\nu/dE) \leq 5.1 \times 10^{-9}$ $(L_\nu/10^{45}$ erg/s$)^{1/3}$ GeV cm$^{-2}$ s$^{-1}$ from an ensemble of sources with average neutrino luminosity per decade, $L_\nu$. It depends only slightly on factors such as the inhomogeneous matter density distribution in the local universe, the luminosity distribution, and the assumed spectral index.
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I. INTRODUCTION

The origin of ultra high energy cosmic rays (UHECR), is still unknown. AGN, GRB’s, or processes beyond the standard model have been hypothesized to be the sources of UHECR’s, and may originate from regions of the sky correlated with AGN sources [1]. Therefore, if nearby AGN are the sources of the highest energy CR’s, and if AGN emit $\nu$’s, then only the nearest of the uniformly distributed sources are detectable as point sources. The number of detectable (or resolvable) point sources, $N_s$, first proposed in [9], is determined for a given diffuse $\nu$-flux limit and point source sensitivity. The $N_s$ calculation is based on three general assumptions: (1) the sources are extragalactic and uniformly distributed in space; (2) the $\nu$-luminosity follows a power law or broken power law distribution; (3) the sources are assumed to emit neutrinos with an $E^{-2}$ energy spectrum. Later, we discuss the robustness of the constraint by investigating the validity and caveats of the assumptions.

The number of resolvable number sources $N_s$ for a distribution of luminosities $L_\nu$ per decade in energy is given by:

$$N_s \sim \frac{4\pi}{3} \sqrt{\ln \left( \frac{E_{\text{max}}}{E_{\text{min}}} \right)} \frac{H_0}{C_{\text{point}}} \left( \frac{L_\nu}{L_{\nu,max}} \right)^{1/2} \xi$$

where the parameter $\xi$ depends on cosmology and source evolution as described in [9]. The $\nu$-luminosity of the source, $L_\nu$, has units of (erg/s), and $(E_{\text{min}}, E_{\text{max}})$ defines the energy range of the flux sensitivity, where $E_{\text{max}} = 10^3 E_{\text{min}}$ for a typical experimental condition. For canonical energy spectrum proportional to $E^{-2}$, we use the results for all-flavor diffuse flux limits presented in [7] to obtain the $\nu_\mu$-diffuse flux:

$$K_{\nu_\mu}^{\text{diff}} \equiv E^2 \Phi_{\nu_\mu} = \left( \frac{1}{3} \right) \times E^2 \Phi_{\nu_{e}} = \left( \frac{1}{3} \right) \times 8.4 \times 10^{-8} \text{ GeV cm}^{-2}\text{s}^{-1}\text{sr}^{-1} = 2.8 \times 10^{-8} \text{ GeV cm}^{-2}\text{s}^{-1}\text{sr}^{-1}$$

valid for the energy interval of 1.6 PeV $< E < 6.3$ EeV. This is the energy interval of interest for CR interaction with energies above the ankle. Below PeV energies $K_{\nu_\mu}^{\text{diff}}$ can be obtained from [10], $K_{\nu_\mu}^{\text{diff}} < 7.4 \times 10^{-8}$ GeV cm$^{-2}$ s$^{-1}$ sr$^{-1}$, valid between 16 TeV to 2.5 PeV. So, similar diffuse flux limits, $K_{\nu_\mu}^{\text{diff}}$, exist for the entire interval from TeV to EeV energies. $C_{\text{point}}$ is the experimental sensitivity to $\nu$-fluxes from point sources for an $E^{-2}$ spectrum, and we used $C_{\text{point}} = E^2(dN_\nu/dE) < 2.5 \times 10^{-8}$ GeV cm$^{-2}$ s$^{-1}$ [8].

The diffuse flux $K_{\nu}^{\text{diff}}$ and the point flux sensitivity $C_{\text{point}}$ are linearly correlated by the following equation:

$$4\pi K_{\nu}^{\text{diff}} = \left[ \frac{c}{H_0} \right] \frac{1}{r_{\text{max}}} N_s \times C_{\text{point}}$$

where $(c/H_0)$ represents the Hubble distance given by $c/H_0 = 3 \times 10^5$ (km s$^{-1}$)/77 (km s$^{-1}$ Mpc$^{-1}$) $\sim$ 4.
with $r_{\text{max}}$ defining the maximum observable distance for a point source of luminosity $L_{\nu}$, which is given by:

$$ r_{\text{max}} = \left( \frac{L_{\nu}}{4\pi \ln\left(\frac{E_{\text{max}}}{E_{\text{min}}}\right) C_{\text{point}}} \right)^{1/2} \tag{3} $$

The constraint also holds for time variable sources, since it depends only on the observed luminosity and is independent of the duration of the variability [11]. Similarly, it holds for beamed sources, such as GRB’s. However, for luminosities of the order of $10^{31}$ erg/s typical of GRB emission, we found that a dedicated search for GRB’s leads to more restrictive limits [12].

III. RESULTS

We can now estimate a numerical value for $N_\nu$ by incorporating the $\nu$-diffuse flux limit and the sensitivity to point sources in Eq. 1: $N_\nu \simeq (3.7 \cdot 10^{-29} \text{cm}^{-2} \text{s}^{-1}) \times (K_{\nu}^{\text{diff}})^{-1/2} \times (L_{\nu})^{1/2} \times 1/\xi \simeq 0.07$ computed assuming $L_{\nu} = 10^{45}$ erg/s, and $\xi = \xi_{\text{AGN}} \simeq 2.2$ which defines the effects due to cosmology and source evolution that follows AGN [9]. The estimate for $N_\nu \simeq 0.07$, which is compatible with the non-detection of any point sources.

The constraint on $\nu$-flux is determined by setting $N_\nu = 1$ and inverting Eq. 1 to solve for $C_{\text{point}}$:

$$ E^2 \frac{dN_{\nu}}{dE} \leq \frac{\sqrt{4\pi}}{3} \frac{1}{\ln\left(\frac{E_{\text{max}}}{E_{\text{min}}}\right)} \frac{H_0}{c} \cdot K_{\nu}^{\text{diff}} \cdot \sqrt{L_{\nu} \cdot \frac{1}{\xi}} \tag{4} $$

valid for the same energy range $1.6 \text{ PeV} < E < 6.3 \text{ EeV}$ of the diffuse flux limit $K_{\nu}^{\text{diff}}$. This result defines a benchmark flux constraint $\Phi_{\nu} \equiv E^2 \left(\frac{dN_{\nu}}{dE}\right) \leq 5.1 \times 10^{-9} \text{ GeV cm}^{-2} \text{s}^{-1}$ on neutrino fluxes from bright ($L_{\nu} = 10^{45}$ erg/s) extragalactic point sources, which is a factor five lower than present experimental limits from direct searches. Note from Eq. 2, that for the case of $N_\nu < 1$ the distance ratio $(c/H_0)/r_{\text{max}} > 1$, which occurs for sources well within the Hubble distance.

Fig. 1 shows these results represented by the constraint derived from the Ultra High Energy (UHE) diffuse $\nu$-flux limit for energies above PeV (solid line), and from the Very High Energy (VHE) limit in the TeV-PeV range (dotted/dashed line). Model predictions for $\nu$-point flux from EG sources (dotted/dashed lines),
have been tested by this analysis and are summarized in Tab. I.

Tab. I summarizes the results from the constraint $\Phi_C$ compared to a number of models of neutrino point fluxes from extragalactic sources. The fluxes $\Phi_{model}^{\nu}$ predicted from these models can be directly compared to $\Phi_C$ since either follow an $E^{-2}$ spectrum, or do cover a large energy range almost constant to an $E^{-2}$ spectrum. These models are constrained since their predicted fluxes exceed the benchmark flux set by $\Phi_C$. If the source is commonly replicated in the universe with the assumptions defined in Sec II, then the ratio $R_{flux} = \Phi_C/\Phi_{model}^{\nu} < 1$ determines a model constrained by this analysis.

Models have also been presented which predict $\nu$-fluxes from nearby AGNs [20], [21], [22], such as Centaurus A (Cen A) and M87 at a distance of 3.4 Mpc and 16 Mpc, respectively. We note these predictions lie below the upper value of the constraint $\Phi_C$, and are compatible with our results.

A few other models, as shown in Fig. 1, present flux predictions which strongly deviate from an $E^{-2}$ spectrum and in this class of models a direct comparison with the benchmark flux $\Phi_C$ is less straightforward. In these cases, the predicted energy spectra should be integrated over the energy interval that defines the constraint to obtain the total neutrino event rate, $N_{model}^{\nu}$. This result should be compared to the integrated neutrino event rate $N_C$ determined by the constraint and by the given neutrino detector characteristics.

IV. DISCUSSION

The thick dark horizontal line in Fig. 1 indicates our primary constraint $\Phi_C$. It was derived for a mean neutrino luminosity that characterizes the brightest AGN in the EM band. The constraint is even stronger for less luminous classes of sources. In this section we address the robustness of the constraint by focusing the discussion on the three assumptions listed in Sec II.

A. Homogeneity of source distribution

The matter distribution within 50 Mpc of the Milky Way is far from uniform, which suggests the possibility that the number density of neutrino sources, $n_\nu$, may be higher than the universal average if $n_\nu$ is correlated with matter density. We argue that, in practice, the local inhomogeneity affects only the class of sources characterised by low luminosities. The bright sources are too rare to be affected by local matter density variation - the likelihood of finding a bright neutrino source within 50 Mpc is small to begin with (if EM luminosity and neutrino luminosity are comparable), and the local enhancements in matter density insufficient to change the probability of detection.

On the other hand, low luminosity sources are more likely to be within 50 Mpc, and their density could be affected by fluctuations (e.g. by a factor of 15 [26] at 5 Mpc) in the local matter density. In this case, the flux constraint (Eq. 4) should be adjusted to account for the higher density of local matter, $\Phi_C = \Phi_{*}(\rho_{local}/\langle\rho\rangle)^{2/3}$. However, the adjusted fluxes are below the benchmark flux constraint $\Phi_C$.

To exceed $\Phi_C$: a source of a given luminosity $L_{\nu}$ must be within a distance $d_l = (4\pi/3)^{1/3}r_{max}*(\Phi_{*}/\Phi_C)^{1/2}$. However, we found no counterparts in the EM band within a distance $d_l$ that would violate the constraint $\Phi_C$.

B. Distribution function of $\nu$-luminosity

The number of detectable sources $N_s$ depends on $\langle L_{\nu}^{3/2}\rangle/\langle L_{\nu}\rangle$, but the luminosity distribution for neutrino sources is not known. However, if the distribution
function follows a broken power law, which is measured for several class of energetic sources in various electromagnetic bands, then the estimate for $N_s$ based on a full distribution agrees with an estimate using the mean luminosity of the distribution to within few percent, as shown in [11]. So, to an excellent approximation, the mean value of the luminosity distribution is sufficient to predict $N_s \sim \langle L_\gamma \rangle^{1/2}$ for power law or broken power law distributions. The most common distribution of luminosities can only be observed at relatively small distances, so source evolution and cosmological effects are negligible. Larger values of luminosity are too rare to contribute significantly.

C. Energy spectrum of the source

The constraint can be extended to energy spectra that differ from the assumed $E^{-2}$ dependence, but the constraint applies over a restricted energy interval that matches the energy interval of the diffuse neutrino limits. Experimental diffuse limits span two different energy regions, VHE and UHE, and either limit can be inserted into Eq. 4. The restriction in energy range is required to avoid extrapolating the energy spectrum to unphysical values. In other words, for power law indices far from 2, the spectrum must cut-off at high energies for indices $\gamma < 2$, or at low energies for indices $\gamma > 2$. Subject to this restriction, we find that the constraint depends weakly on the assumed spectral index. For example, the constraints improve by a factor 2 for hard spectra ($\gamma = 1$) and weaken by roughly the same factor for soft spectra ($\gamma = 3$) [11].

On the other hand, it could be argued that the energy spectrum $dN_\nu/dE$ is completely unknown. In this case, instead of relying on the power law of neutrino luminosity $L_\nu$, one could derive the constraints by examining the measured number density $n_s$, $(n_s \propto 1/L_\nu)$ for a given class of sources [27].

V. Conclusion

The constraint on neutrino fluxes from extragalactic point sources is $E^2(dN_\nu/dE) \leq 5.1 \times 10^{-9} \left( L_\nu / 10^{45} \text{ erg/s} \right)^{1/3} \text{ GeV cm}^{-2} \text{ s}^{-1}$, which is a factor 5 below current experimental limits from direct searches if the average $L_\nu$ distribution is comparable to the EM luminosity that characterizes the brightest AGN. We tested a number of model predictions for $\nu$-point fluxes, and models which predict fluxes higher than the constraint have been restricted by this analysis.

The constraint is strengthened for less luminous sources, and noncompetitive with direct searches for highly luminous explosive sources, such as GRB. We found that the constraint is robust when accounting for the non-uniform distribution of matter that surrounds our galaxy, or considering energy spectra that deviate from $E^{-2}$, or various models of cosmological evolution. The constraint suggests that the observation of EG neutrino sources will be a challenge for kilometer scale detectors unless the source is much closer than the characteristic distance between sources, $d_L$, after accounting for local enhancement of the matter density. Although the constraint cannot rule out the existence of a unique, nearby EG neutrino sources, we note that we found no counterparts in the EM band with the required luminosity and distance to violate the constraint, assuming $L_\nu \sim L_\gamma$.
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Abstract. Extensive air showers are detectable by radio signals with a radio surface detector. A promising theory of the dominant emission process is the coherent synchrotron radiation emitted by e⁺ e⁻ shower particles in the Earth's magnetic field (geosynchrotron effect). A radio air shower detector can extend IceTop, the air shower detector on top of IceCube. This could increase the sensitivity of IceTop to higher shower energies and for inclined showers significantly. Muons from air showers are a major part of the background of the neutrino telescope IceCube. Thus a surface radio air shower detector could act as a veto detector for this muonic background. Initial radio background measurements with a single antenna in 2006 revealed a continuous electromagnetic background promising a low energy threshold of radio air shower detector. However, short pulsed radio interferences can mimic real signals and have to be identified in the frequency range of interest. These properties of the electromagnetic background are being measured at the South Pole during the Antarctic winter 2009 with two different types of surface antennas. In total four antennas are placed at distances ranging up to 400m from each other. They are read out using the RICE DAQ with an amplitude threshold trigger and a minimum bias trigger. Results of the first three months of measurement are presented.
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I. INTRODUCTION

The emission of coherent synchrotron radiation by e⁺ e⁻ shower particles in the Earth magnetic field provides a measurable broadband signal from 10 MHz-150 MHz on ground [1]. The South Pole site with its dedicated infrastructural environment and a limited number of radio sources is possibly one of the best places in the world for the detection of air showers by their low frequency radio emission. Another feature of the South Pole site in comparison to other radio quiet regions in the world is the possibility to make studies in coincidence with other astrophysical experiments like the neutrino detector IceCube and the air shower detector IceTop. IceCube is a neutrino detector [2] embedded in the Antarctic ice. One of the main aims of IceCube is to measure neutrinos from cosmic sources. The strategy of IceCube is to measure up-going particles from the northern hemisphere. Only neutrinos or other weakly interacting particles are not absorbed by the Earth and are able to interact in the South Pole ice and produce measurable particles like muons. IceTop is built on the surface above IceCube (Fig. 1). It is designed to detect cosmic air showers from 10^{15} eV up to 10^{18} eV.

This special environment leads to two different options with different focus for a radio air shower detector on top of IceCube and its ambit [3].

- An infill detector built up of radio antennas on the same footprint as IceTop in similar distances but shifted with respect to the tank array. This provides an additional powerful observation technique in cosmic ray research of air showers at the South Pole. It would be possible to study air showers by three independent detector systems, IceTop, IceCube and the radio detector.
- An areal expansion of IceTop with radio surface antennas is an extension of the air shower detector...
to higher energy primary particles and to higher inclination angles [6]. The idea is to build an antenna array in rings with increasing radius around the IceTop array. For ultra-high energetic neutrinos, $E > 300$ TeV, the neutrino nucleon cross section is large enough for absorption in the Earth to become increasingly important. For cosmogenic neutrinos, produced by the GZK mechanism, for example, most of the signal comes from near the horizon. Thus Muon bundles induced by air showers can be misinterpreted as a neutrino signal in the IceCube detector. The role of an antenna array field expansion of the IceTop detector is to detect these air showers with high inclination angle as a veto for the IceCube detector.

II. ELECTROMAGNETIC BACKGROUND MEASUREMENTS AT THE SOUTH POLE WITH RICE

Initial background measurements with a single antenna in 2006 indicated a continuous electromagnetic background promising a low detector threshold [3]. Together with air shower simulations of the radio emission the background measurements seem to allow the detection of air showers with a threshold lower than 10 PeV in primary energy. The study presented here is aimed at long-term studies of the electromagnetic background for several months to investigate the amount of pulsed radio frequency interference (RFI) and potential long-term variations in the continuous background. The data acquisition of the RICE experiment, constructed to investigate radio detection methods of high energy neutrinos in ice [7], is suited to be extended by four surface antennas. The RICE DAQ consists of 6 oscilloscopes with 4 channels each. The sampling rate of each channel is 1GHz. The dynamic range of the scopes is $\pm 2$ V with 12 Bit digitization.

Three different kinds of trigger are implemented in RICE:

1) Unbiased events every 10 min which is a forced read out of all channels.
2) The RICE simple multiplicity trigger. It is read out if the signal in four or more RICE antennas is above a threshold. The threshold is calculated at the beginning of every run to be 1.5 times above the RMS of unbiased events. These events should have no signal over threshold in the surface antennas.
3) The RICE surface trigger. This is a RICE simple multiplicity trigger with one or more surface antennas above the threshold as part of the trigger. This includes RICE triggers where only surface antennas have a signal over threshold.

The first and the third kind of trigger are of great interest for the surface radio background studies. The second trigger strategy is interesting to understand the in-ice RFI not reaching the surface. It is the most interesting event class for the RICE neutrino detection.

In total four surface antennas were deployed in the South Pole season 2008/2009 on the IceCube footprint (Fig. 2). Two Fat Wire Dipole antennas (Fig. 4) are connected to RICE with RG59 signal cables (1505A Coax) of the decommissioned SPASE experiment (Fig. 2). These broad band antennas allow for measurements
TABLE I

<table>
<thead>
<tr>
<th>Antenna</th>
<th>x [m]</th>
<th>y [m]</th>
<th>z [m]</th>
<th>cable delay [ns]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPO1</td>
<td>47</td>
<td>-28.0</td>
<td>18</td>
<td>144</td>
</tr>
<tr>
<td>MAPO2</td>
<td>25</td>
<td>-20</td>
<td>18</td>
<td>129</td>
</tr>
<tr>
<td>SPASE1</td>
<td>-135</td>
<td>-366</td>
<td>1</td>
<td>2126</td>
</tr>
<tr>
<td>SPASE2</td>
<td>-148</td>
<td>-348</td>
<td>1</td>
<td>2729</td>
</tr>
</tbody>
</table>

in the frequency range from 25-500 MHz. Figure 3 shows measurements of the voltage standing wave ratio (VSWR) of a Fat Wire Dipole lying on the Antarctic snow in its final position compared to simulations of the antenna using the NEC2 software package [4]. The frequency response is already well described by simulations without snow ground. The connection with the SPASE cables allows measurements over distances of several hundred meters from the MAPO building on the IceCube footprint, housing electronics, which is a potentially large RFI source, and the antennas on its roof. To compensate for the attenuation of the long signal cable (ca. 40 dB at 75 MHz) 60 dB low noise preamplifiers (MITEQ AU-4A-0150) are implemented between antenna and signal cable. The power is transmitted through the same cable using bias tees. To avoid saturation of the preamplifiers by the input power, 25 MHz high pass filters and 300 MHz low pass filters were implemented between amplifiers and Fat Wire Dipole antenna. The antennas near the SPASE building are lying on the snow surface orthogonal to each other. Thus they measure orthogonal polarization of the signals. The other two antennas are deployed on the roof of the MAPO building. These four arm dipole antennas with an amplification of about -2 dB at >70 MHz are difficult to calibrate in the surrounding of the MAPO building and thus will only be used for event reconstruction (Fig. 6). The signal of the antennas on the roof of the MAPO building are amplified with 39 dB preamplifiers (AU-1464-400). 300 MHz low pass Filters are used for these roof antennas, too. Table I shows the position of the surface antennas in AMANDA coordinates and their cable delays.

III. ANALYSIS STRATEGIES

From the technical point of view one can divide the analysis of the data into two parts.

A. Event Reconstruction And Mapping

The reconstruction of the origin of RFI events seen in more than two antennas will indicate possible noise sources at the South Pole e.g. the IceCube counting house or the South Pole Station. A map of these sources will help to improve air shower detection. A \( \chi^2 \) minimization on time residuals is used to reconstruct the source location of single events. To test the event reconstruction algorithm, we use signals generated with a GHz horn antenna in front of the MAPO building. Considering the cable delays and the antenna positions (Table I) we are able to make a 3D and time reconstruction of the events. Figure 6 shows the reconstruction with horn antenna signal data is working well. It is accurate within several meters and shows clearly the horn antenna lies in front of the MAPO building near the antenna MAPO1. The horn antenna data reconstructs to the actual position within 50 m with an RMS of 2.3 m. Figure 7 shows a typical noise event triggered with the RICE surface trigger. The event can be nicely reconstructed to have its origin in the building of the 10 m Telescope which is the topmost building in Fig. 2.

B. Events and background in the frequency domain

Another Topic is the rate and variation of the different RFI sources during a whole year of measurement. It is expected that RFI events have a typical signature in the frequency domain. This will help to find an ideal frequency region for a radio air shower detector. The continuous background is monitored over a whole year using the unbiased RICE events. One of the highest peaks on top of the continuous radio background is expected to be the meteor radar at 46.6 MHz to 47.0 MHz and 49.6 MHz to 50.0 MHz [5]. It is clearly observable in the DFT of the recorded data together with a few other expected sources of filterable continuous narrow
Fig. 6. Distribution of the reconstructed transmitter events in the $xy$-plane. The four crosses indicate the position of the antennas on the roof of the MAPO building (18m above the snow) and on the snow surface near the SPASE building. The dots are reconstructed positions of triggered signals from a GHz horn antenna, measured with all four antennas. The reconstructed events are in very good agreement to the transmitter position in front of the MAPO1 antenna and demonstrate the potential of the instrument.

Fig. 7. Example of a triggered event, seen by all four surface antennas in the time domain. The signal of the event reconstructs to be coming from the building of the 10m telescope.

IV. CONCLUSION

As a part of RICE the four antenna surface detection system for radio signals, is able to study the conditions of the radio background in the frequency range from 25-150 MHz and higher at the South Pole. The threshold trigger strategy together with RICE allows for the estimation of the amount of RFI noise and its sources on the IceCube site. An analysis of the signals in the frequency domain shall be used to develop strategies to suppress the false trigger rate of a radio air shower detector. Measurements of the continuous background and its variations are the basis to estimate the energy threshold of a radio air shower detector in different frequency bands. The RFI measurements of the surface antennas will help to understand the signals measured with in ice radio detection systems.
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Abstract. We consider hadronic model of activity of Galactic $\gamma$-ray-loud binaries. We show that in such a model multi-TeV neutrino flux from the source can be much higher and/or harder than the detected TeV $\gamma$-ray flux. This is related to the fact that most of the neutrinos can be produced in $pp$ interactions close to the bright massive star, in a region which is optically thick for the TeV $\gamma$-rays. Considering the example of LS I +61° 303, we show that the expected neutrino signal, detectable within $\sim 3$ years of exposure with ICECUBE, will be marginally sufficient to constrain the spectral characteristics of neutrino signal.
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I. INTRODUCTION

Recently discovered "$\gamma$-ray-loud" binaries (GRLB) form a new sub-class of Galactic X-ray binary star systems which emit GeV-TeV $\gamma$-rays. These are high-mass X-ray binaries (HMXRB) composed of a compact object (a black hole or a neutron star) orbiting a massive star. The detection of $\gamma$-rays with energies up to 10 TeV from these systems shows that certain HMXRBs host powerful particle accelerators producing electrons and/or protons with energies above 10 TeV.

Different theoretical models of $\gamma$-ray activity of HMXRBs (see [1] for a review) have at least one common point: they are all based on the assumption that the $\gamma$-ray emission is produced in result of interaction of a relativistic outflow from the compact object (jet from a black hole, or wide angle wind from a pulsar) with the wind and radiation emitted by the companion massive star. With the exception of Cyg X-1, all the known GRLBs have similar spectral energy distributions (SED), peaking in the MeV-GeV energy band. The physical mechanism of production of the MeV-GeV bump in the spectra is not clear. It can be the synchrotron emission from electrons with the energies much above TeV [2], [3]. Otherwise, it can be produced via inverse Compton (IC) scattering of the UV thermal emission from the massive star by electrons of the energies $E \sim 10$ MeV [4], [5].

The available multi-wavelength data do not allow to constrain the composition of the relativistic outflow from the compact object. On one side, the multi-TeV or 10 MeV electrons, responsible for the production of the MeV-GeV bump in the SED, could be injected into the emission region from the $e^+e^-$ pairs loaded wind. Otherwise, these electrons can be secondary particles produced in e.g. proton-proton collisions, if the relativistic wind is proton-loaded. The only direct way to test if relativistic protons are present in the $\gamma$-ray emission region would be detection of neutrinos of the multi-TeV energies. A general problem for the estimates of expected neutrino flux is the uncertainty of the attenuation of the $\gamma$-ray flux in the TeV band, which makes the derivation of the estimate of the neutrino flux and spectral characteristics based on the observed TeV $\gamma$-ray emission highly uncertain (see [6] for the discussion of the particular case of LS I +61° 303).

In the absence of direct relation between the characteristics of the observed TeV $\gamma$-ray and neutrino emission from a GRLB, the only way to constrain possible neutrino signal from the source is via detailed modelling of the broad band spectrum of the source within the hadronic model of activity. The idea is that the $pp$ interactions, which result in the production of neutrinos, also result in production of the $e^+e^-$ pairs, which release their energy via synchrotron, IC and bremsstrahlung emission. The total power released in the $pp$ interactions determines the overall luminosity of emission from the secondary pairs. The knowledge of the electromagnetic luminosity can be used to constrain the power released in $pp$ interactions and hence the neutrino luminosity of the source.

In this contribution we implement this method of estimation of neutrino flux to explore the possibility of detection of neutrino signal from GRLBs. We concentrate mostly on the particular example of LS I +61° 303 system, because it is the only known persistent GRLB in the Northern hemisphere, available for observations with ICECUBE neutrino telescope [7].

II. HADRONIC MODEL OF $\gamma$-RAY ACTIVITY

In the hadronic model, the primary source of the high-energy activity of the system are high-energy protons. The presence of the high-energy protons in relativistic outflows from compact objects (stellar mass and supermassive black holes, neutron stars) is usually difficult to detect, because of the very low energy loss rates of protons. GRLBs provide a unique possibility to "trace" the presence of protons/ions in the relativistic outflows...
generated by compact objects. The dense matter and radiation environment, created by the companion massive star provides abundant target material for the protons in the relativistic outflow. Interactions of high-energy protons with the ambient matter and radiation fields, created by the presence of a bright massive companion star, lead to the production and subsequent decays of pions. This results in emission of neutrinos and $\gamma$-rays from the source and to the deposition of $e^+e^-$ pairs throughout the proton interaction region. Radiative cooling of the secondary $e^+e^-$ pairs leads to the broadband synchrotron and IC emission from the source.

Interactions of the high-energy protons with the radiation field produced by the bright massive star in the system (e.g. a Be star with the temperature $T_\star \sim 3 \times 10^4$ K in the case of LS I +61° 303 and PSR B1259-63) are efficient only for protons with the energies above $E_p \geq [200 \text{ MeV}/\epsilon_\star] m_p \approx 2 \times 10^{16} [\epsilon_\star/10 \text{ eV}]$ eV, where $\epsilon_\star \approx 3kT_\star$ is the typical energy of photons of the stellar radiation. To the contrary, interactions of the high-energy protons with the protons from the dense stellar wind can be efficient for the protons of much lower energies.

In the case when the massive star is a Be-type star, the rate of $pp$ interactions can be highly enhanced if the high-energy protons are able to penetrate into the dense equatorial disk known to surround this type of stars. An obstacle for the penetration of the high-energy protons accelerated e.g. close to the compact object into the disk could be the presence of magnetic field, which would deviate proton trajectories away from the disk. However, the Larmor radius of the highest energy protons, $R_L \approx 4 \times 10^{12} [E_p/10^{15} \text{ eV}] [B/1 \text{ G}]^{-1}$ cm, where $B$ is the magnetic field, could be comparable to the size of the system. Thus, if the magnetic field in the region of contact between the stellar wind and the relativistic outflow is not larger than several Gauss, the highest energy protons can freely penetrate into the dense stellar wind region.

$pp$ interactions result in the production of pions, which subsequently decay onto $\gamma$-rays, neutrinos and electrons/positrons. If the Larmor radius of the highest energy protons is comparable to the size of the disk, most of the pions are produced by the protons propagating toward the companion star. In this case the neutrino and $\gamma$-ray emission from the pion decays is expected to be anisotropic, with most of the neutrino flux emitted toward the massive star, as it is shown in Fig. 1. To the contrary, the synchrotron and IC emission from the $e^+e^-$ pairs is, most probably, isotropized at the energies at which the radiative cooling time of electrons becomes longer than the period of giration in the magnetic field. Difference in the anisotropy patterns of neutrino emission and of the broad band emission from the secondary $e^+e^-$ pairs should, in principle, lead to significant difference in the expected orbital lightcurves of neutrino and electromagnetic emission from the source.

The flux of $\gamma$-rays from the $pp$ interaction region is absorbed due to the pair production on the ultraviolet photon background in the vicinity of Be star. Maximal optical depth with respect to the pair production is achieved at the energies $E_\gamma \approx 4m_e^2/\epsilon_\star \approx 0.2 \left[T_\star/3 \times 10^4 \text{ K}\right]^{-1} \text{ TeV}$, where the pair production cross section reaches the maximum $\sigma_{\gamma\gamma} \approx 1.5 \times 10^{-25}$ cm$^2$. The optical depth for the $\gamma$-rays of this energy produced close to the massive star can be about $\tau_{\gamma\gamma} \geq 10$. At higher $\gamma$-ray energies, $E_{\gamma}/T_\star \gg (m_e^2)^2$, the pair production cross-section and, respectively, the optical depth decrease as $E^{-1}\ln E$. The attenuation of the $\gamma$-ray flux due to the pair production becomes small only at the energies above $\sim 10$ TeV.

The power of the absorbed $\gamma$-rays is re-distributed to the secondary $e^+e^-$ pairs, which subsequently lose their energy onto the synchrotron and inverse Compton emission. Depending on the magnetic field strength in the pair production region, the bulk of electromagnetic emission from the secondary pairs of the energies 10 GeV-10 TeV can be either re-emitted back in the GeV-TeV energy band, if the inverse Compton loss dominates, or in the X-ray band, in the case of the dominant synchrotron loss.

The results of numerical modeling of the spectra of (isotropic) emission from the secondary $e^+e^-$ pairs produced in $pp$ and $\gamma\gamma$ interactions are shown in Fig. 2. Our numerical code follows evolution of the spectra of the secondary particles, produced in interactions of the high-energy protons with the stellar wind protons from the dense equatorial disk of Be star. We assume that the high-energy protons are initially injected close to the massive star and then escape, together with the secondary particles produced in $pp$ interactions, toward larger distances. The primary proton injection spectrum is assumed to be hard, with $\Gamma_p \approx 0$, so that most of the protons have the energy close to the cut-off energy assumed to be $E_{cut} = 10^{15}$ eV. Such an almost monochromatic spectrum of protons injected into the stellar wind can be produced either if the high-energy protons originate from a "cold" relativistic wind with the bulk Lorentz factor $\sim 10^6$, or because only the highest energy protons have large enough Larmor radii to be able to penetrate deep into the stellar wind. The magnetic
Fig. 2. Broad band spectrum of emission from secondary $e^+e^−$ pairs produced in $pp$ interactions close to the surface of Be star, calculated assuming almost monochromatic proton injection spectrum with $E_p = 0$, $E_{p,\text{cut}} = 10^{15}$ eV. Upper panel shows the injection spectrum of $e^+e^−$ pairs (dashed line) and the spectrum formed in result of cooling via synchrotron, IC and bremsstrahlung emission as well as Coulomb energy loss. In the lower panel, thin red solid, dashed and dotted lines show, respectively, the synchrotron, IC and bremsstrahlung emission from the pairs. The black thick solid line shows the overall broadband model spectrum.

Field is supposed to be characterized by the radial profile $B = B_0 (D/R_*)^{-\alpha_B}$ with $\alpha_B = 1$ and $B_0 = 5$ G.

Fig. 3 shows modifications of the spectrum introduced by (a) possible presence of an anisotropic $\gamma$-ray emission component produced by the $\pi^0$ decays and (b) by the strong anisotropic attenuation of the $\gamma$-ray flux by the pair production. Both effects are expected to be strongly variable with orbital phase. It is not possible to estimate the real value of average $\tau_{\gamma\gamma}$ as long as the details of the 3-dimensional geometry of the emission region and the mutual orientation of the extended emission region, of the Be star and of the observer are not known. Taking into account this uncertainty, we choose the minimal value of $\tau_{\gamma\gamma}$ at which the absorbed spectrum does not violate the upper bound on the flux at the energies above $\sim$ (several) TeV, found in VERITAS observations of the source.

III. ESTIMATE OF THE NUMBER OF NEUTRINO EVENTS FOR ICECUBE

Within the hadronic models of activity, the MeV-GeV bump in the spectral energy distribution of GRBs is produced by the emission from the secondary $e^+e^−$ pairs from the $pp$ interactions. This fact enables an estimate of the neutrino luminosity of the source, based on its MeV-GeV band luminosity. The only uncertainty of such an estimate is that the synchrotron emission from the secondary $e^+e^−$ pairs in the MeV-GeV energy band is, most probably, isotropic, while the neutrino and $\pi^0$ decay $\gamma$-ray emissions are not.

Although the total power of neutrino emission can be estimated from the MeV-GeV luminosity of the $\gamma$-ray-loud binary, modelling of the broad band emission spectrum of the source gives only mild constraints on the neutrino emission spectrum: acceptable models of the broad band spectra can be found assuming the initial proton injection spectra ranging from $E^{−2}$ powerlaw to almost monochromatic injection spectra (see [8] for details). The properties of the neutrino signal can be used to distinguish between different primary proton spectra, if one is able to derive the information on the energies of the detected neutrinos from the observational data.

Extraction of information about the properties of the source neutrino spectrum from the data is complicated by the fact that (a) the neutrino telescopes measure only the energies of the detected muons, rather than that of the primary neutrinos, (b) the flux of the primary neutrinos and the energies of the secondary muons are attenuated by the effect of propagation through the Earth. The differential induced muon spectrum at the detector, which strongly depends on the source declination $\delta$, could be obtained after propagation of neutrinos up to the interaction point and further propagation of the muons to the detector. A semi-analytical method of calculation of the muon spectra, which is based on the use of the muon effective area and the knowledge of the details of the detector, namely the angular and energy resolution was developed in the Ref. [8].

The results of such semi-analytical calculation of the atmospheric background-subtracted muon spectra, for the particular case of neutrinos from LS I +61° 303, are presented Fig. 4. The exposure time is taken to be 3 years of running the full ICECUBE array. For comparison, we also show by the solid thick line the level of the signal which is $5\sigma$ above the atmospheric background. Dotted line show the detected muon spectrum for the
The model with the proton injection spectrum with spectral index $\Gamma_p = 2$, thin solid line corresponds to the proton injection spectrum with $\Gamma_p = 1$ and cut-off at the same energy, while the dashed line corresponds to $\Gamma_p = 0$. In all three cases the cut-off energy is assumed to be $E_{\text{cut}} = 1 \text{ PeV}$.

Inspecting the muon spectra shown in the upper panel of Fig. 4, one can see that soft proton injection spectrum results in a slight excess of muon events at lower energies. If the overall normalization of the neutrino flux would be known, measurement of the spectrum of muon events would allow to constrain the spectrum of the primary protons in the source. However, taking into account the uncertainty of the overall normalization of neutrino flux introduced by the uncertainty of the anisotropy pattern of neutrino emission, one can find that the statistics of the signal will not be enough for such a task. This is illustrated in the lower panel of Fig. 4, where a comparison of the shapes of the muon spectra is shown. If one assumes the same total number of muon events, the difference in the spectra for the three models is always within $\sim 1\sigma$ errorbars, over the entire energy range.

IV. Conclusions

We have estimated the neutrino flux from GRLBs expected within the hadronic model of activity of these sources. Within such a model, the measured spectral characteristics of $\gamma$-ray emission from the source in the TeV energy band are not directly related to the spectral characteristics of the neutrino emission, because of absorption of the TeV $\gamma$-rays on the thermal photon background produced by the massive star in the system. The uncertainty of the calculation of the attenuation of the TeV $\gamma$-ray flux introduces a large uncertainty to the estimate of the neutrino flux based on the measured TeV $\gamma$-ray flux.

Taking into account this uncertainty, we have adopted a different approach for the estimate of the neutrino flux from a GRLB. Namely, we have noted that the energy output of proton-proton interactions, and hence the neutrino flux, can be instead constrained by the broad-band spectrum of the source.

Although the observed bolometric luminosity of the source (i.e. the height of the MeV-GeV bump of the SED) constrains the overall neutrino luminosity, the shape of the neutrino spectrum and the overall normalization of the neutrino flux are only mildly constrained by the multi-wavelength data. Taking into account these uncertainties of the neutrino emission spectrum, we have estimated the expected number of neutrinos which will be detected by the ICECUBE, assuming that the neutrino flux saturates the upper bound imposed by the observed $\gamma$-ray flux in the MeV-GeV energy band. Considering the particular example of LS I +61° 303, we have found that if the spectrum of high-energy protons in the source extends to the PeV energies, the source could be readily detectable with 3 years of exposure with ICECUBE.

We have also explored the potential of the full ICECUBE detector for the measurement of the spectral characteristics of the neutrino signal from LS I +61° 303. We find that in the case when the neutrino flux is at the level of the upper bound imposed by the observed MeV-GeV $\gamma$-ray flux, exposure time much longer than 3 years is required to constrain the spectral index of the primary high-energy proton spectrum via observations of neutrino signal in ICECUBE.
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Abstract. The GZK neutrino flux characterization would give insights into cosmological source evolution, source spectra and composition at injection from the partial recovery of the degraded information carried by the ultra high energy cosmic rays. The flux is expected to be at levels necessitating a much larger instrumented volume (>100 km^3) than those currently operating. First suggested by Askaryan, both radio and acoustic detection techniques could render this quest possible thanks to longer wave attenuation lengths (predicted to exceed a kilometer) allowing for a much sparser instrumentation compared to optical detection technique.

We present the current acoustic R&D activities at our lab developing adapted devices, report on the obtained sensitivities and triangulation capabilities we obtained, and define some of the requirements for the construction of a full scale detector.
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I. INTRODUCTION

The IceCube detector [1] may well soon identify the first ultra high energy neutrino of cosmogenic origin, following interactions of ultra high energy cosmic rays with the cosmic microwave background [2]. Predictions for the cosmogenic neutrino flux, i.e. neutrinos from photo-disintegration, is at levels of the order of \( EdN/dE \sim 10^{-17} \text{s}^{-1} \text{cm}^{-2} \text{sr}^{-1} \) at \( E = 10^{18} \text{eV} \), resulting in 0.01 - 1 event / year / km^3 in ice [3]. These predictions strongly depend on the primary cosmic ray composition [4]. Currently, the situation is uncertain: While the observed correlation of UHE CR sources with the AGN distribution by AUGER [5] hints toward a light composition (and in this case we lie close to the upper flux predictions), dedicated AUGER composition studies favor a composition turning heavier at UHE [6]. GZK neutrinos are astronomical messengers keeping track of the original CR direction, GZK interactions mostly occur close to the source. In case of the existence of a few UHE cosmic accelerators located close-by (Gpc), the detection of a substantial flux of GZK neutrinos from these directions using a multi-messenger approach would allow the possibility of pinpointing the nature of these CR accelerators.

The characterization of the GZK neutrino flux spectrum, and thus the recovery of the degraded information carried by UHE CR, would allow the delineation of cosmological source evolution scenarios from source spectrum characteristics. To fulfill this goal, the event detection rate should be vastly increased. Therefore a much larger volume should be instrumented with an adequate technology for the detection of ultra high energy neutrino interactions. Two novel detection methods have been proposed, following signatures first discussed by Askaryan [7], [8]. An interacting neutrino emits a coherent Cherenkov pulse in the range of 0.1-1 GHz [9] close to the shower axis and a thin thermoacoustic pancake normal to the shower axis. Both detection techniques are currently exploited by several detectors. In ice, both radio and acoustic emissions have rather large theoretical attenuation lengths [10]. While this has been convincingly demonstrated for the radio emission, it is still a work in progress for the acoustic emission and is one of the main goals for the South Pole Acoustic Test Setup (SPATS) [11]. With the data collected by the SPATS array, the sound speeds w.r.t. the depth have been determined with great accuracy, meeting theoretical expectations [12] and S-waves have been found as well. Unknown, however, remains the exact nature of the local source of noise and the exact value of the attenuation length. Newest experimental results hint toward a reduced pressure wave attenuation length on one hand and demonstrate favorable noise level below 10 mPa on the other hand [13].

Contrary to salt and water, ice is unique. It allows the detection of three distinct signatures accompanying a neutrino event: Optical Cherenkov light, coherent radio Cherenkov and thermoacoustic emissions, thus firmly establishing the event origin by a strong background reduction. A possible layout for the hybrid instrumentation of a large volume of order of 100 km^3 at the South Pole would consist of strings deployed one kilometer apart down to a depth of 2 km (radio and acoustic attenuation lengths strongly vary with temperature and are decreasing with depth). Given the topologies for the radio & acoustic emissions, a string should be densely equipped with radio and acoustic devices with an option of supplementing it with PMT devices for optical detection. 10 – 10^3 interacting GZK neutrinos in 100 km^3 instrumented volume can be expected after 10 years. The cosmogenic spectrum could be characterized (and consequently insights into the underlying physics), provided a high detection efficiency, a deep knowledge of the local source of noise and good energy resolution. Thermoacoustic models and Monte Carlo simulations
predict that a signal from a neutrino with an energy $E = 10^{18}$ eV will typically have an amplitude of 10 mPa at a distance of one kilometer [14] (to be rescaled for finite attenuation length). To keep a good S/N ratio, the sensitivity of the devices should be at the sub mPa level. Also, a good pointing resolution may serve the purpose of UHE point source search. Given the giant array layout introduced above, an acoustic signal will be recorded by a small number of acoustic devices. It is therefore desirable to design acoustic sensor devices with pointing capabilities of their own.

In the next section, we present R&D activities which are taking place at our lab in regard of sensor design and construction and discuss its performances.

II. R&D ACTIVITIES

The design and construction of a multi-channel sensor was conducted at our lab, which use piezo transducers (PZT) as sensitive elements. A noise level level $S/N < 5$ mPa ($S/N \equiv S_{RMS}/N_{RMS}$) and a good angular resolution were demonstrated, suggesting the possibility for excellent vertex localization combining the responses from all sensor hits. The design, which must still be improved to meet our design goals, could eventually allow for diffuse acoustic noise reduction through spectral shape analysis and accurate energy estimate of physical events.

The setup for conducting the R&D activities consists of a bath, topped with a support structure for one absolutely calibrated hydrophone (Sensortech SQ03), one homemade sensor and one transmitter. A datataking LabView program interfaced to a National Instrument board is used for analog response digitization (12 bits $\times$ 12 channels, total 1.25 MHz), transmitter pulse generation and $4\pi$ relative orientation between the transmitter and the sensors for automatized sensor profiling.

The experimental setup shown in Fig. 1 consists of the homemade hydrophone, a transmitter and the reference hydrophone. In the following, two different electric signal shapes have been considered: a damped sin pulse and a gaussian pulse, resulting in a tripolar pressure pulse (the neutrino-induced thermoacoustic pulse is bipolar).

![Fig. 1. Experimental setup.](image)

A. Acoustic sensor design

The sensor consists of an aluminium pressure vessel housing 4 channels to provide triangulation capabilities. The noise level at the amplifier input to 130 nV, reached at the expense of some bandwidth reduction, peaking at 22 kHz with $\sim$90 dB amplification and sharply decreasing below 10 kHz and above 40 kHz. Whether that is optimal has to be studied further. It is manufacturable at relatively low cost. While aluminium is an adequate medium for use in a liquid water bath, it will be replaced by steel for application in ice (more adequate given both impedance and resistance to pressure).

B. Sensitivity calibration

Signals with peak frequencies in the range 10 - 90 kHz were recorded with a sampling rate of 330 kHz. A strong frequency correlation between the transmitted pulse and the sensor response was observed. Due to the finite size of the bath tub and given the sound speed velocity in water, only the first 150 $\mu$s following the pulse arrival time were analysed in what follows to avoid reflexion artefacts.

With the collected data from the 4-channel sensor and from the commercial hydrophone, the absolute pressure sensitivity was calculated in the time domain using RMS values for signal and noise. Fig. 2 shows the absolute pressure sensitivity (defined as $S/N = 1$) w.r.t. the dominant frequency of the sent signals.

![Fig. 2. Pressure sensitivity as a function of frequency of damped sin transmitted pulses normalized to $S/N = 1$ ratio.](image)

The measurements demonstrate the importance of the state of surface coupling the PZT to the housing: The polished surfaces for piezos 1 and 3 show a response 2 times stronger than piezos 2 and 4 coupled to the housing through porous surfaces.

C. Triangulation

Time resolution is essential for triangulation and therefore a digitization frequency of 100/200 kHz is required in order to reach cm resolution in aluminium/steel. This suggests that a sensor design should include digital electronics with at least 200 kHz sampling rate per channel, in order to reach 0.5-5 ms
pulse start time resolution (depending on amplitude) which roughly corresponds to $2^\circ - 20^\circ \ (4\pi/10^2 - 4\pi/10^4)$ angular resolution with the current multi-channel sensor. The design of a new digital (0.2 MHz/channel) 4-channel amplifier board has been started, with long range communication protocols. It does not yet include trigger logic. Digitization is necessary for a viable acoustic detector design in order to avoid losses in km long cables (of order of 3 dB/100 m in high quality cables) and thus keep both good sensitivity and time resolution. Once in operation, this will allow to define the requirements for future efficient trigger concept at the sensor level.

Figure 3 demonstrates triangulation capabilities. Coupling between channels was found to provide in any sampled sensor positions 2 channels with signal within a factor 2 of the channel with the highest response. The resolution will nevertheless depend on the individual signal-to-noise ratios, but it shows potential for vertex reconstruction with a single sensor module.

D. Outlook

First positive results in the time domain were obtained. Absolute sensitivities are currently analyzed in the frequency domain. A second 4-channel sensor of similar design in a steel housing will be soon equipped with digital electronics. Further sensor tests are foreseen to happen next. Low temperature behavior test will be conducted in the laboratory and at large distances and depths in the lake Geneva (~ 400 m depth) to avoid reflections, assess the acoustic noise characteristics and probe the sensor design.

III. CONCLUSIONS

Acoustic neutrino detection techniques should be further developed, pushing the sensitivity at sub mPa levels, together with the characterization of noise sources which may impede the applicability of the technique. Noise measurement in an open media (water / ice) are required to characterize the noise rate and its spectral shape in order to investigate improved trigger schemes relying on signal processing within the sensors. These developments have been started with digitization board in the sensor, a necessary step for a viable acoustic array design, where signal attenuation along km transmission cable is excluded.

While it seems clear that sub mPa sensors should be designed, the uncertain detection conditions at the South Pole make predictions concerning the detection efficiency difficult. The potential can be dangerously spoiled in the case the local source of acoustic noise mimic a neutrino event. Further dedicated studies are on-going to ensure that it could be possible to distinguish the event origin with high efficiency. The deployment of an acoustico-radio-optical hybrid detector would constitute a welcome option, allowing to reduce further possible background noises. Also, complementing the hybrid radio-acoustic strings with a few optical DOMs such as in IceCube would allow to unambiguously tag neutrino events (at these energies, given a >100m absorption length in the ice at these depths [15], photons may likely accompany a radio-acoustic signal in the case of a neutrino event).
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